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FOREWORD

W
orking memory (WM) is an important cortical construct that can be
described in many ways. It has been identified as the translator between
sensory input and long-term memory, the cognitive difference between a

baby who is bound by external stimuli and a toddler who becomes dictatorial about his
or her likes and dislikes. It is rehearsal, images, inner speech, emotion, attention, and
the stuff of how an individual develops preferences.

Deficits in WM produce systemic and lifelong problems. Living a stressful life can
diminish WM capacity and depression can radically alter its course, causing significant
issues that will affect other aspects of behavior and memory. Deficits in the central
executive component of WM create attentional problems that directly affect learning
and behavior. Similarly, deficits in the phonological loop and visual sketchpad of WM
are involved in most reading disabilities. Therefore, WM interacts with the world and
becomes a buffer or conduit depending on the genetic makeup of the individual and
his or her experiences in the environment.

The National Institutes of Health and the Centers for Disease Control and
Prevention have recently placed great emphasis on the translation of research from
the ‘‘bench to the bedside.’’ While many of the federally funded translational research
grants that have been recently created focus on medical research, the need for brain-
behavior research that translates studies of the brain into practical interventions are
also coming to fruition. In some respects, the recent call for accountability in clinical
practice and school practice has also prompted translational efforts. Many researchers
in neuroscience and neuropsychology are now extending their efforts from prior
theory-to-analysis to theory-to-analysis-to-treatment efficacy. Interventions must be
well grounded in theory and studied with multiple validation methods that do not stop
short of or omit ecological validity concerns.
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In terms of working memory, there is a great deal of federal interest and interna-
tional discourse on its definition, localization, and functional reach. Studies have
sought to define working memory parameters and constituent parts and, although all
do not agree on those issues, there is a consensus that deficits in working memory
wreak havoc on higher cortical processes such as reading, mathematics, and the
organization of intentional behavior. Neuroimaging has sustained the localization of
WM functions as generally outlined in theory by Baddeley and Hitch. Now we have
images that, for the first time, validate what was hypothesized all along. The future
holds much promise for supporting working memory interventions because recent
brain imaging techniques have taken a quantum leap in efficiency, practicality, cost,
and availability. Perhaps the future will support assessment and intervention with
working memory in ways that we cannot attain or even imagine at the present time.
Therefore, it is time to be practical and codify theoretical perspectives on working
memory and utilize research studies that shed light on interventions that remediate and
compensate for working memory deficits. It is time to translate theory into practice
because we now know enough to affect positive changes and we are acutely aware of
how important WM is to academic and behavioral success.

This Working Memory volume by Dr. Milton Dehn is going to be a timely and
welcome addition to the resources available for psychology professionals assisting
children in schools, private practice, and clinics. We have known about the importance
of working memory for many years and neuroimaging has confirmed the localization
of its main constituent parts, but very little practical information is written about how
to identify and enhance working memory in children. In addition, very little is written
about the practical aspects of assessing working memory components and relating the
information into everyday learning activities in the classroom. There is so much raw
information on WM available it is very difficult for the working professional to codify
the existing research and theory about WM and then relate it to clinical practice; and
here, Dr. Dehn has done the work for us.

In this volume, Dr. Dehn has taken the time to lay out the prodigious history of
theory and research on WM. He provides a historical analysis of how working memory
came to be defined and also describes the synergy of multiple theorists. The reader is
left with an intuitive understanding of how working memory came to be decon-
structed in the research literature and a summary of the extensive list of models of WM
construction that have come into being. Probably the most important foundational
support of this book is Dr. Dehn’s presentation of an integrated model of WM. He
presents a parsimonious model that easily translates into clinical practice. The model is
a bridge between research and intervention and it accurately translates theory into
practice.

Also of basic importance for a work of this type, Dr. Dehn stresses developmental
aspects of WM that are integral for understanding WM in children and its relationship
to other cognitive processes. How WM deficits play out in different disorders first
identified in childhood is another area of focus that is important in this book.
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Clinicians and teachers are directed to specific information about the most common
disorders that have WM deficits as a part of the condition. Knowing how WM affects a
learning disability, for example, paves the way to utilizing WM interventions with
precision for children with reading disabilities or math disabilities. Dr. Dehn describes
various types of cognitive and memory assessment instruments that tap into working
memory and describes the contents, strengths, and weaknesses of each instrument.
This valuable synopsis allows the clinical reader to easily find and adapt instruments
already commonly used in assessment in schools, clinics, and inpatient facilities.
Dr. Dehn does not leave it there, however, but he goes on to explain in very explicit
terms how WM affects classroom performance and how the clinician or teacher should
intervene in everyday learning activities.

It is very rare that an author can demonstrate a thorough understanding of the
history and theory of a cognitive construct as complex as WM. It is even more rare to
witness an author taking the benefit of history and theory and translating it into
assessment, differential diagnosis, and interventions that can be easily administered
by educational personnel in the classroom. We live in an age when laboratory
research that seeks to infiltrate real life is encouraged and supported by the federal
government—when theory and neuroimaging are combined to produce workable
models of intervention for those who suffer from disorders that affect thinking and
learning. Most of the time, it is up to us clinicians to assemble all of the historical and
theoretical studies, digest the information at length, relate the information to fields of
study outside of our own, maintain objectivity, build assessment batteries that will
address differential diagnosis, develop interventions that directly relate to our efforts,
and consult with other professionals who will actually carry out our recommendations.
Realistically speaking, this is very difficult and time consuming for the average
clinician to do, although we do it. In the case of working memory, however, Dr. Milt
Dehn has completed it for us and with rigorous adherence to the scientist-practitioner
model of inquiry. This is a book that demonstrates state-of-the-art brain-behavior
relationships. This is a book we can rely on. This is a book that will help us help
children. Many thanks to Dr. Dehn!

Elaine Fletcher-Janzen, Ed.D., NCSP
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PREFACE

W
orking memory is one of the most important concepts to emerge from
cognitive psychology in the past 35 years. What is known about working
memory has significant implications for cognitive functioning and, in partic-

ular, for academic learning. For instance, knowledge of working memory functions
can facilitate identification of learning disabilities. Yet many psychologists and
educators do not fully appreciate the multidimensional nature of working memory
and the critical roles it plays in cognitive functioning and learning. Also, they are not
fully aware of the measurement options and evidence-based interventions for working
memory deficiencies. Consequently, it is not surprising that psychologists seldom test
memory in a direct or comprehensive manner when children and adolescents are
referred for learning difficulties, despite the likelihood that a working memory deficit
is underlying the child’s learning problems. From my perspective, learners of all ages
will benefit if educators, psychologists, and related professionals acquire a better
understanding of working memory and its relationship with learning, as well as
develop more expertise in working memory assessment and intervention. Thus, the
primary purpose of this book is to provide professional development on this extremely
important topic. This book is also intended for use as a course textbook and a
professional reference book.

We have all experienced the limitations of a normal working memory. How many
times have we forgotten a piece of information because the focus of our attention
shifted to something else? For example, on countless occasions, we have not been
able to remember what we were going to say or what someone else just said. Surely, we
have all felt the frustration that occurs when we cannot retrieve information that
we were processing just a moment ago. Now try to imagine what it would be like if you
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were a student with subaverage working memory capacity or a significant intra-
individual weakness in working memory. Compound that with not knowing that
you have such a deficiency, and for that matter, no one else knowing about it either.
Then, imagine having the learning problem resulting from your working memory
deficiency attributed to some irrelevant variable, such as motivation. Finally, imagine
missing opportunities to learn strategies that could help you compensate for the
working memory shortcoming. If you have dedicated your life to helping and teaching
children and adolescents, you should now have some compelling reasons for reading
this book. What you can learn from this book will increase your ability to help those
with working memory problems.

Here’s a preview of the chapters:

1. Introduction and Overview introduces the construct of working memory, along
with some of the key topics and major themes. The response-to-intervention model is
compared with the approach advocated in this book.

2. Theories and Models of Working Memory traces the history of the working
memory construct and reviews several major theories. The preeminent model,
Baddeley’s four-part model, is discussed in depth. Neuropsychological evidence for
the construct is summarized. The chapter concludes with an examination of the
controversy surrounding the distribution of working memory resources.

3. An Integrated Model of Working Memory proposes an integrated model of
working memory designed to facilitate working memory assessment. For the remain-
der of the book, the model is used to classify subtests according to the memory
component they are thought to measure. The model’s structure also forms the basis for
analyzing working memory test results.

4. Working Memory Development and Related Cognitive Processes begins with an
overview of working memory development, including the emersion of strategies and
recoding during the early elementary years. The chapter concludes with descriptions of
highly related cognitive processes and disorders that frequently include working
memory deficits.

5. Working Memory and Academic Learning is a core chapter with an in-depth
review of the literature on the relations between specific memory components and the
specific academic skills of reading, mathematics, and written language.

6. Working Memory Assessment Strategies provides a structure for working mem-
ory assessment. Step-by-step methods that cover initial hypothesis generation to
analysis and interpretation are described in detail. The heart of the recommended
methodology is a cross-battery, selective testing approach. The informal methods
section contains a comprehensive list of classroom behaviors that are indicative of
working memory deficits.
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7. Using Cognitive Scales to Assess Working Memory includes a table that identifies
the short-term memory and working memory components measured by each of several
major cognitive scales. For each scale, the memory subtests are described and inter-
pretative suggestions are provided.

8. Assessing Working Memory with Memory Scales has a similar structure to that of
Chapter 7, only this time broad memory scales are reviewed, followed by detailed
introductions to three scales that are designed specifically for working memory
assessment.

9. Working Memory Interventions is a core chapter that begins with general
strategy training procedures. The chapter then proceeds to cite the empirical support
for several working memory, several long-term memory, and a few related cognitive
interventions. For most of the interventions, enough details are provided for basic
implementation. Effective teaching practices that address working memory limitations
are also included.

10. Case Studies, Reporting Results, and Recommendations discusses some assess-
ment cases that illustrate typical profiles found in children and adolescents with
disabilities. The chapter also contains recommendations for the oral explanation of
test results, how to interpret cross-battery results in written reports, future research,
and future test development.
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Introduction and Overview

N
early every aspect of human life depends on memory. Individuals who cannot
encode, store, or retrieve information must rely on others for their survival.
Even mild memory impairments can make daily activities challenging. Be-

cause learning depends on memory, deficiencies in any aspect of memory can prevent
children and adolescents from acquiring the skills and knowledge necessary for suc-
cess in life. As the research accumulates, it is becoming quite evident that memory
problems are frequently the cause of learning problems. Even individuals with nor-
mal memory capacity must utilize their memory resources efficiently if they are to
learn effectively. Successful teachers have recognized the limitations of human mem-
ory and have discovered how to facilitate the construction of strong memory repre-
sentations in their students. Therefore, those engaged in supporting learning can be
more effective when they have expertise in memory.

The recognition of memory’s crucial role in life and learning can be traced back to
the days of the ancient Greeks. With the advent of public education in the nineteenth
century, American educators began to identify different types of memories and in-
structional methods designed to support memory. The young science of psychology
was also quick to focus on memory models and measurement ( James, 1890). For
example, the classic digit span test goes back to the 1880s. However, it wasn’t until
the mid-twentieth century that psychologists were able to identify distinct memory
dimensions and functions. More recently, the memory construct known as ‘‘working
memory’’ has emerged and refinement of the construct continues to the present day.
Currently, research on working memory is at the forefront of neuroscientific investi-
gations. Also, the fields of education and psychology have demonstrated a high inter-
est in learning more about working memory. In the first six months of 2007 alone,
more than 150 articles on working memory were published in professional journals.
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The scientific literature provides an opportunity to learn more about the functioning
of memory and how to treat memory deficits. Acquiring more knowledge about
working memory can make a significant contribution to our understanding of how
students think, learn, and remember. Armed with such knowledge, we can better
identify the probable causes of learning difficulties and suggest evidence-based inter-
ventions that address memory deficiencies.

What is Working Memory?

In the study of human cognitive functions over the past 35 years, working memory
has been one of the most influential constructs. Traditionally, working memory has
been conceptualized as an active memory system that is responsible for the temporary
maintenance and simultaneous processing of information (Bayliss, Jarrold, Baddeley,
Gunn, & Leigh, 2005). Alternatively, working memory has been defined as the use of
temporarily stored information in the performance of more complex cognitive tasks
(Hulme & Mackenzie, 1992), or as a mental workspace for manipulating activated
long-term memory representations (Stoltzfus, Hasher, & Zacks, 1996). Overall,
working memory is viewed as a comprehensive system that unites various short- and
long-term memory subsystems and functions (Baddeley, 1986). Diverse working
memory theories and models (see Chapter 2) have several structures and processes in
common: (1) a division into verbal and visuospatial stores; (2) an encoding function;
(3) involvement in effortful retrieval from long-term memory; (4) enactment of stra-
tegic processes; and (5) executive and attentional processes. In general, the combina-
tion of moment-to-moment awareness, efforts to maintain information in short-term
memory, and the effortful retrieval of archived information constitutes working
memory. Despite definitions limiting working memory to memory-related functions,
many researchers and practitioners use the term broadly. From the perspective of-
fered in this text, we must be cautious when considering the construct of working
memory, lest everything that goes on in the mind is classified as working memory. If
the construct is allowed to become too inclusive, then its usefulness will decline.
Consequently, in this text, the definition of working memory is limited to the man-
agement, manipulation, and transformation of information drawn from either short-
term or long-term memory (see Chapter 3).

However, it is difficult to delimit working memory and disentangle it from
related cognitive processes, such as reasoning. From a broad perspective, working
memory is a central cognitive process that is responsible for the active processing
of information. It appears to be a fundamental capacity that underlies complex as
well as elementary cognitive processes (Lepine, Barrouillet, & Camos, 2005).
Working memory supports human cognitive processing by providing an interface
between perception, short-term memory, long-term memory, and goal-directed
actions. Working memory is particularly necessary for conscious cognitive

2 INTRODUCTION AND OVERVIEW



processing because it permits internal representation of information to guide deci-
sion making and overt behavior. Fundamentally, working memory is one of the
main cognitive processes underlying thinking and learning. By utilizing the con-
tents of various memory-storage systems, working memory enables us to learn and
to string together thoughts and ideas.

Working memory’s relations with various aspects of academic learning (see
Chapter 5) mainly arise from its limited capacity. Although there are individual dif-
ferences, the capacity of working memory is quite restricted, even in individuals with
normal working memory resources. For example, the typical individual can only ma-
nipulate about four pieces of information at a time (Cowan, 2001). And, unless in-
formation is being manipulated, it will only remain in working memory for a short
interval, perhaps as little as 2 seconds. Thus, there has always been an emphasis on
working memory’s limited capacity to retain information while simultaneously pro-
cessing the same or other information (Swanson, 2000). Because of the central role
working memory plays in cognitive functioning and learning, successful learning is
largely a function of the individual’s working memory capacity. For instance, a child
with a severe deficit in verbal working memory is likely to have a reading disability
(see Chapter 5). Moreover, given the inherent limitations of working memory, effi-
cient utilization of its resources is important for all individuals, not just those with
working memory deficits.

In our daily activities, we are constantly dealing with demands and goals that com-
pete for the limited processing capability of working memory. Luckily, the active
participation of the working memory system is not needed for all cognitive opera-
tions or behavior. Many cognitive functions and behaviors can be carried out in a
fairly automatic fashion with little or no reliance on working memory (Unsworth &
Engle, 2007). However, working memory is necessary for the acquisition of skill mas-
tery that leads to automatized processing. It is also necessary when dealing with novel
information, problems, or situations; trying to inhibit irrelevant information; main-
taining new information; and consciously retrieving information from long-term
memory.

Working Memory versus Short-Term Memory

Many cognitive psychologists and memory experts view short-term and working
memory as interchangeable or consider one to be a subtype of the other. Other theo-
rists and researchers contend that working memory and short-term memory are dis-
tinguishable constructs (see Chapter 2)—a perspective promoted in this text (see
Chapter 3). Regardless of which view the reader adopts, it is important for assessment
and intervention purposes to recognize the contrasts between short-term memory
(STM) and working memory (WM). The chief differences are:
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� STM passively holds information; WM actively processes it.

� STM capacity is domain specific (verbal and visual); WM capacity is less do-
main specific.

� WM has stronger relationships with academic learning and with higher-level
cognitive functions.

� STM automatically activates information stored in long-term memory; WM
consciously directs retrieval of desired information from long-term memory.

� STM has no management functions; WM has some executive functions.

� STM can operate independently of long-term memory; WM operations rely
heavily on long-term memory structures.

� STM retains information coming from the environment; WM retains products
of various cognitive processes.

Short-term memory and working memory are separable, and short-term memory
can function without working memory. Nonetheless, short-term memory and its
measurement are included in this text, mainly because the predominant theories of
working memory incorporate short-term memory as a subsidiary system. Accord-
ingly, the majority of empirical investigations have included short-term memory,
with many not discriminating well between short-term and working memory. Like-
wise, several assessment instruments are structured in ways that confound the mea-
surement of short-term and working memory.

Controversies Surrounding Working Memory

Some psychologists question the working memory construct itself. Unlike short-term
memory, it is more difficult to prove that working memory is a unique cognitive
entity. For example, working memory has been viewed as essentially the same as fo-
cused attention, executive processing, and linguistic processing. Moreover, we have
much to learn about some of the subprocesses that comprise the working memory
system. For instance, the functioning of phonological short-term memory and verbal
working memory is well documented but there remains considerable cloudiness re-
garding the executive functions of working memory. In addition to these uncertain-
ties, there has been an ongoing dispute over the distribution of working memory
resources. Some researchers argue that there is a single pool of resources shared by all
short-term and working memory components, whereas others advocate for separate
capacities for each component. Furthermore, the debate over the immutability of
working memory capacity is far from settled. Some recent research (see Chapter 9)
has indicated that capacity can be increased; however, most evidence-based interven-
tions for working memory focus on increasing its efficiency. Regarding the relations
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between working memory and academic learning, overwhelming evidence has un-
equivocally established learning’s dependence on working memory (see Chapter 5).
With learning, about the only dispute that remains is whether students with learning
disabilities have diminished working memory capacity or are simply not using their
working memory resources efficiently (see Chapter 5).

Working Memory Measurement

Since the early days of psychology, when more children began attending school for
longer periods of time, the existence of individual differences in mental capabilities,
including memory, has been apparent. In 1905, Binet and Simon included short-
term memory subtests in their seminal intelligence scale. Wechsler did the same with
the introduction of his first scale in 1939. Despite the early start, the development of
broad-based memory scales did not occur until nearly the end of the Twentieth Cen-
tury. Within the past 15 years, interest in the measurement of working memory has
corresponded with several new options. For example, the most recent revisions of
intellectual scales have incorporated ‘‘working memory’’ measures for the first time.
Also, batteries designed for the comprehensive assessment of working memory have
been introduced. Unfortunately, now that we have the measurement technology for
working memory assessment, the usefulness of school-based cognitive testing is being
challenged, especially in regards to assessment for learning disabilities.

The apparent decline in school-based cognitive testing is primarily the result of
dissatisfaction with the ability-achievement discrepancy approach to identifying
learning disabilities. However, some of the ‘‘blame’’ for the impending decline in
cognitive testing can be placed on the structure of intellectual scales and an overem-
phasis on IQ scores. Although measures of general intelligence are strong predictors
of academic learning and success in life, an IQ score leaves many questions unan-
swered. In particular, an IQ score fails to explain why some students with normal
intelligence have extreme difficulties learning. Furthermore, IQ scores provide little
direction regarding the selection of interventions that might benefit individual
students.

At the forefront of working memory assessment are multiple-factor instruments
that allow investigation of the subprocesses involved in short-term and working
memory (see Chapter 8). If we could only obtain estimates of overall working mem-
ory functioning or only one component of short-term and working memory, there
would be little need for this text. Although knowing that a working memory impair-
ment exists is important information, it is even more helpful to know the underlying
processing problem that accounts for the deficit. For example, a working memory de-
ficit might be due to a phonological/verbal memory deficit, a visuospatial memory
deficit, or an executive memory deficit. Depending on which memory processes or
components are deficient, the learning implications and the best interventions differ
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dramatically. The application of the assessment methods recommended in this text,
in conjunction with the use of existing test batteries (including intellectual and cogni-
tive scales), will allow psychologists to parse and distinguish the various short-term
memory and working memory components that are so indispensable for academic
learning.

Despite the recent advances, assessment of working memory presents some chal-
lenges (see Chapter 6). The main obstacle is the paucity of test batteries designed for
the comprehensive assessment of working memory and related memory functions.
Moreover, there is inconsistent measurement across tests (partly because some of the
batteries are atheoretical). Given the exact same task, different test authors will claim
that it is measuring different constructs. For example, some authors claim that for-
ward digit span is measuring attention, others say it is measuring short-term memory,
and still others classify it as a working memory measure. Consequently, it is usually
unclear as to which memory components the scales actually measure and how short-
term and working memory are differentiated (see Chapter 6). Of the various working
memory stores and processes, phonological short-term memory is the only one for
which there are relatively pure measures. Even with adequate measurement tools,
working memory performance is highly influenced by several factors, including atten-
tion, executive processes, processing speed, long-term memory, and the individual’s
level of expertise in particular domains, such as mathematics skills. Finally, the assess-
ment of working memory is challenging because it is difficult to measure directly.
Because working memory subtests typically measure short-term memory span, exam-
iners can only draw inferences about working memory capacity and processes.

Compatibility with Response-to-Intervention

The Response-to-Intervention (RTI) movement now being adopted by many states
and school districts emphasizes early, evidence-based interventions for all children
who fail to meet grade-level benchmarks in academics. Proponents of RTI believe
that a child’s failure to respond to an evidence-based intervention is a strong indica-
tion of a learning disability. According to RTI advocates, the identification of a
‘‘processing deficit’’ (working memory is a type of processing) is an ineffective
method of determining the existence of a learning disability. RTI proponents also
consider processing and memory assessment irrelevant because they do not believe
there are any effective interventions for processing and memory problems. Both of
these claims are disputed in this text and an abundance of evidence is provided that
will allow the reader to make an informed decision regarding this debate. First, there
is overwhelming evidence that working memory and all types of academic achieve-
ment are highly related (see Chapter 5). Furthermore, a high percentage of children
with learning disabilities are found to have working memory weaknesses and deficits.
There should be little doubt that working memory difficulties are highly predictive of
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early school failure. Not only can working memory assessment inform the diagnosis
of learning disabilities, but the early screening of working memory could identify
children at risk for learning problems. Second, there are evidence-based interventions
for memory impairments, and these interventions can produce more effective learn-
ing (see Chapter 9).

Assessment and intervention for working-memory problems are compatible with
RTI. Even with an extremely effective RTI program, some students with learning
challenges will continue to struggle academically. Following the RTI approach, these
students will then receive more intense interventions and be considered for special
education placement. An assessment, including cognitive testing, may be conducted
when a child has failed to respond to regular education interventions. Inclusion of
working memory testing can be justified because: (a) it might identify why the stu-
dent is not responding to intervention (many students with disabilities are ‘‘resistant’’
to routine interventions because of a memory or processing impairment); and (b)
identification of a working memory weakness or deficit is important information to
consider when designing or selecting more intense interventions. (Not all academic
interventions include practices that address working memory deficiencies.) To ignore
the information a working memory assessment can provide is to make intervention
selections with limited knowledge of the child’s learning processes. Both RTI and the
practices advocated in this text have the best interests of learners in mind. Current
psychological measurement tools can provide invaluable information about the work-
ing memory strengths and weaknesses of students in need of academic assistance.
Learners with working memory deficits might benefit from evidence-based interven-
tions specifically designed to ameliorate memory weaknesses. It is also important that
teachers recognize the student’s working memory problems and provide appropriate
accommodations. In addition, it is essential that the selected academic interventions
incorporate methods that allow a student with working memory deficiencies to learn
effectively.

Interventions for Working Memory

Most of the working memory interventions reviewed in this text are intended for
school settings and can be performed by teachers and related professionals. Consis-
tent with other types of educational interventions, these interventions are often com-
pensatory in nature. The interventions are not intended to increase working memory
capacity any more than interventions for students with mental retardation claim to
increase intelligence. Rather, the bulk of the interventions are designed to improve
performance. Most often, performance can be improved by increasing the efficiency
of working memory processing. Increased efficiency allows for more effective utiliza-
tion of working memory resources. Thus, many of the recommended interventions
consist of strategies that enhance working memory processes.
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It may surprise some readers to learn that some of the recommended interventions
(see Chapter 9) are not specifically designed for working memory impairments. Be-
cause of the highly interactive nature of working memory, strengthening peripheral
systems can improve working memory performance. For example, interventions that
improve phonological processing may produce collateral improvement in phonolog-
ical short-term memory. This principle also applies to mnemonics and other long-
term memory interventions. That is, stronger long-term memory structures or repre-
sentations reduce the load on working memory, thereby improving working memory
performance. In addition, the interventions approach in this text adheres to a top-
down model. The top-down philosophy is that improvements in higher-level func-
tions will produce improvements in subsidiary systems. For example, when most of
the working memory components are weak, the initial intervention should focus on
executive working memory. Finally, this text will review effective teaching practices
and instructional models that support the working memory deficiencies of challenged
learners.

Learning Objectives

After reading, reviewing, and applying the information and practices discussed in this
text, the reader will be able to:

1. Trace the history of the working memory construct, from its origins in the
1950s to contemporary factor structures.

2. Identify the four components of Baddeley’s preeminent working memory
model, as well as some of the supportive research.

3. Explain the interdependency between working memory and long-term mem-
ory, and state why the connection between the two is as important as the short-
term memory and working memory relationship.

4. Recognize the limitations of working memory and short-term resources, and
how these resources are distributed during different processing activities.

5. State some of the key differences between short-term memory and working
memory.

6. Recognize the effects of expertise and automatization on working memory.

7. Differentiate between cognitive weaknesses and cognitive deficits.

8. Identify several cognitive processes that are closely related with working
memory.

9. Identify some of the relationships that short-term memory and working mem-
ory components have with specific academic skills.
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10. Differentiate between subtests that measure short-term memory and those that
measure working memory.

11. Recognize several classroom behaviors that are indicative of working memory
deficiencies.

12. Apply selective testing and cross-battery procedures to a comprehensive assess-
ment of working memory.

13. Correctly complete the Working Memory Analysis Worksheet.

14. In regards to working memory assessment, state the relative advantages and
disadvantages of several cognitive ability scales.

15. In regards to working memory assessment, state the relative advantages and
disadvantages of several broad memory batteries.

16. Recognize the unique contributions of recently published tests that are de-
signed for the comprehensive assessment of working memory.

17. Describe several strategy-training procedures that should be used when imple-
menting working memory interventions.

18. Identify several evidence-based working memory interventions.

19. Identify several effective teaching practices that address working memory
limitations.

20. Describe the unique aspects of interpreting working memory assessment
results.
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Theories and Models of Working
Memory

T
he origins of the working memory construct can be traced to the early days of
modern psychology. In fact, the concept of working memory, in one form or
another, predates the advent of psychology. In 1690, the philosopher John

Locke differentiated between contemplation—bringing an idea to mind—and memory.
Later, William James (1890) would be the first American psychologist to propose two
types of memory, which he labeled as primary and secondary. James defined primary
memory as the trailing edge of the conscious present and secondary memory as the
vast amount of information stored for a lifetime. Some contemporary psychologists
still refer to working memory as primary memory and long-term memory as secondary
memory. The terms short- and long-term memory were probably coined by Thorndike
as early as 1910. However, during the first half of the Twentieth Century memory
was generally viewed as a unified construct, with short-term memory subsumed by
what we now consider long-term memory. By 1950 most psychologists recognized
the need for some sort of special memory process that could account for recall of
information in the short term. In 1949, Hebb proposed that the brain is divided into
separate storage systems, one temporary and the other permanent. Hebb’s division of
memory was supported by case studies of acquired brain injury in which some sub-
jects had quite normal short-term recall, coupled with very deficient long-term stor-
age, whereas other subjects demonstrated the reverse profile. The introduction of
information processing theory at midcentury sparked numerous investigations into
working memory itself and several models of working memory soon emerged. Ad-
vances in technology, along with a growing interest in neuropsychology and neuro-
science, have spurred on brain-based working memory research over the past 15 years.
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An indication of the widespread appeal of working memory is the fact that more than
200 research articles on working memory were published in 2006 and 2007 alone.

The unabated empirical investigation of working memory has also been driven by
evolving theories of working memory and several controversies surrounding contem-
porary models. From the beginning, there has been a consensus that working mem-
ory, or short-term memory as it was called prior to 1960, has limited capacity. The
popular conception of working memory limitations was cemented by Miller’s (1956)
classic article on The Magical Number Seven, Plus or Minus Two, which proposed that
individuals could retain approximately seven chunks of information in short-term
memory. The limited capacity of working memory has been a contentious issue ever
since. Attempts to measure and identify various capacities have been at the center of
working memory research. In fact, many of the working memory theories postulated
in the 1960s, 70s, 80s, and 90s differ mainly in how they portray working memory
capacity.

In spite of the appeal of the working memory construct, some cognitive psycholo-
gists saw no need for dividing memory into separate entities. They continued to ad-
vance a theory of unified memory with one storage system and processor handling
both short- and long-term functions (Broadbent, 1971). Advocates of the unified
theory remain (for a review, see Cowan, 2005) despite compelling experimental and
neuropsychological evidence that should have rendered the debate moot a long time
ago. In response to their claims, there is rather convincing neuropsychological evi-
dence for two broad types of memory.

The advancement of cognitive psychology, educational psychology, neuropsy-
chology, and other related specialties has led to the propagation of several working
memory theories and models over the past half-century. Experimental cognitive psy-
chologists proposed the first processing model of working memory. Later, educational
psychologists began to examine the role of working memory in academic learning.
Currently, neuropsychologists seem to be at the forefront, as they apply working mem-
ory models to various brain dysfunctions. As research continues, working memory
models have become more intricate, with the division of working memory into several
components and processes. There have also been more attempts to apply the experi-
mental laboratory research and neuroscience research to the world of education (e.g.,
Berninger & Richards, 2002; Swanson & Berninger, 1995, 1996).

Information Processing Model

In the 1960s, a cognitive model of human mental processing known as the informa-
tion processing model gained wide acceptance. Using computer processing as a meta-
phor, the model describes the flow and processing of information from sensory input
to storage and behavioral responses (see Fig. 2.1 ). According to the model, the cog-
nitive processing system is comprised of a set of separate but interconnected
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information processing subsystems, with memory components constituting the core
of the system (Gagne, Yekovich, & Yekovich, 1993). The main types of processing in
the model consist of selective perception, encoding, storage, retrieval, response orga-
nization, and system control. The original model was criticized as being too static and
as lacking relevance for academic learning. Current conceptions of the model stress
parallel processing and neural networks that are consistent with our understanding of
brain functioning. From its inception, the information processing model has identi-
fied working memory as a central component of information processing. Those who
discuss and apply working memory concepts, assessments, and treatments need to be
aware that working memory is part of the cognitive processing approach to mental
functioning.

The Atkinson-Shiffrin Model

From the plethora of memory models in the 1960s and 1970s, the Atkinson-Shiffrin
model (Atkinson & Shiffrin, 1968) emerged as the most accepted and enduring. The
Atkinson-Shiffrin model (see Fig. 2.2) is an elaboration of the information processing
model originally proposed by Broadbent (1958). Atkinson and Shiffrin divide mem-
ory into three major types of storage: several peripheral sensory stores or buffers that
each accept information from one sense modality; a short-term store that is fed by the
sensory buffer stores; and a long-term store that exchanges incoming and outgoing
information with the short-term store (Hulme & Mackenzie, 1992). Some sort of
filtering device is assumed to allow only a certain amount of the unlimited informa-
tion in the passive sensory store (held there for only a very brief interval) to pass to
the short-term, limited store. After another brief interval, information proceeds from
temporary short-term storage to more durable long-term memory. Atkinson and
Shiffrin view short-term memory as the workspace for long-term learning. They were

Executive Processes

Long-Term Memory

RetrievalEncoding

Short-Term
Memory

Working
Memory

Output
Sensory

Input

FIGURE 2.1 Example of an information processing model.
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also the first to introduce the notion of control processes in memory, suggesting that
these control processes flexibly divide limited capacity between storage and process-
ing functions.

The first component in the Atkinson-Shiffrin information processing memory
model is sensory memory or storage, also known as immediate memory or the sensory
register. This form of memory is closely associated with visual and auditory perceptual
processing. The brief retention of visual information is referred to as iconic memory,
whereas brief auditory retention is referred to as echoic memory (Torgesen, 1996).
Both types of storage last only for a matter of milliseconds, just long enough to create
a trace or activate some form of representational code from long-term memory for
further processing in short-term memory. The contents of sensory memory are sup-
plied by external stimulation only; in contrast, the contents of short-term memory
can be either externally supplied or can be derived from internally initiated processes.

Short-term memory is the central feature of the model. As described by Atkinson
and Shiffrin (1968), short-term memory has very limited capacity. Information in
short-term memory quickly fades unless it is maintained through rehearsal (subvocal
repetition). Forgetting also occurs as new units of information displace old units. The
encoding or transferring of information into long-term storage depends on short-
term memory. Atkinson and Shiffrin propose that learning is dependent on the
amount of time information resides in temporary storage. This model also assumes
that short-term memory plays an important role in long-term retrieval. Despite the
division of memory functions, Atkinson and Shiffrin believe that long-term memory
and other cognitive processes are also involved in performance of immediate serial
recall tasks (Hulme & Mackenzie, 1992).

As research continued, the Atkinson-Shiffrin model, which was referred to as the
modal model, was found to be an oversimplification of memory and to place too
much emphasis on structure while ignoring the processes. For example, little support
has been found for the prediction that the probability of learning a piece of informa-
tion is a function of how long that information resides in short-term storage. Experi-
ments in which subjects use rote rehearsal to maintain items in short-term storage
have failed to find this predicted relationship (Baddeley, 1996a). With the emergence
of working memory theories, the modal model faded away. Nevertheless, Atkinson-
Shiffrin’s three-part division still provides a useful framework for interpreting mem-
ory performance, and it is consistent with the information processing model that per-
sists to this day.

Brief 
Sensory Store

Short-Term
Memory

Long-Term
Memory

FIGURE 2.2 Atkinson-Shiffrin (1968) modal memory model.
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Levels-of-Processing Model

In the 1970s, as cognitive psychologists became more concerned with memory pro-
cesses over structure, it was proposed that the level of processing affected the durability
of the memory representation, with deeper and more elaborate processing and encod-
ing leading to more long-term learning (Craig & Lockhart, 1972). Shallow encoding,
such as judging acoustic similarity, was thought to result in weaker retention, whereas
deeper encoding, such as making a semantic judgment, produced substantially better
recall; thus, the deeper the processing, the better the learning. Even though the model
emphasized processing over structure, it did retain the distinction between short-term
and long-term memory. Despite its intuitive appeal, the levels-of-processing theory
had a number of problems and did not hold up well under scrutiny (Baddeley, 1986;
Logie, 1996). Research on the levels-of-processing model discovered the following
inconsistencies: (a) even superficial encoding, such as rehearsal, can produce memory
traces that persist over time; (b) the optimal method of encoding depends on the
material and the retrieval cues; (c) retention may depend on mode of processing (ver-
bal being stronger than visual); and (d) shallow processing does not necessarily take
less time than deeper processing. The eventual consensus was that parallel distributed
processing models describe memory functioning better than overly simplified sequen-
tial models, such as the modal and levels-of-processing views.

Baddeley’s Model

By 1974, the time was ripe for a more elaborate theory of short-term memory that
could account for emerging empirical findings. Considering the earlier models as
overly simplistic, Baddeley and Hitch (1974) stepped forward to propose a multi-
component model of short-term memory in which some components serve primarily
as passive storage buffers while others process information. The two British psycholo-
gists developed the idea of a working memory within short-term memory. They de-
fined working memory as ‘‘a system for the temporary holding and manipulation of
information during the performance of a range of cognitive tasks such as comprehen-
sion, learning, and reasoning’’ (Baddeley, 1986, p. 34). As originally proposed,
Baddeley and Hitch’s multifaceted model comprised three aspects of working
memory—a phonological loop, a visuospatial sketchpad, and a central executive that
controlled the other two subsystems, referred to as slave systems. In effect, Baddeley’s
model is hierarchical, with the central executive as the top-level, domain-free factor
that controls all the subcomponents. Apparently, Baddeley views the central executive
as the essence of working memory; he usually refers to the two subsidiary systems
as short-term memory components. Recently, Baddeley (2000) added another
subcomponent—the episodic buffer (see Fig. 2.3). Over the past 3 decades a large
number of studies have investigated Baddeley’s model. Overwhelmingly, the
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empirical evidence supports the division of working memory into modality-based
short-term stores and a modality-free processing center where the work of working
memory is conducted.

The Phonological Loop

The phonological loop, originally referred to as the articulatory loop, is a limited-
capacity, speech-based store of verbal information (Baddeley, 1986, 2003a; Baddeley,
Gathercole, & Papagno, 1998). Baddeley divides the loop into two subcomponents:
a temporary, passive phonological input store and a subvocal, articulatory rehearsal
process. Orally presented verbal information gains immediate, direct, and automatic
access to the phonological loop, where it is briefly stored in phonological form
(Hitch, 1990; Logie, 1996). The phonological loop is analogous to an audio tape
recorder loop of specific length. Words or other auditory units are recorded in the
order they are perceived, and they will quickly decay or be recorded over by new
auditory units unless rehearsal re-records them onto the tape.

The phonological loop has a specific function and is limited in the type of infor-
mation it stores. The phonological loop transforms perceptual stimuli into phonolog-
ical codes that include the acoustic, temporal, and sequential properties of the verbal
stimulus (Gilliam & van Kleeck, 1996). Phonological codes are then matched with
existing codes (i.e., phonemes and words) stored in long-term memory and also
linked with meaning representations. Higher level processing of the verbal informa-
tion, such as putting the words together to form an idea, involves complex working
memory functions that are conducted by the central executive.

Verbal Short-Term Memory Span and Articulatory Rehearsal

Unless action is taken to preserve the phonologically coded information, the phono-
logical loop will hold information for only 2 seconds or less (Baddeley, 1986;
Hulme & Mackenzie, 1992). The number of verbal items that can be fitted onto the
phonological ‘‘tape’’ loop depends on the time taken to articulate them. This

Phonological
Loop

Episodic
Buffer

Central
Executive

Visuospatial
Sketchpad

FIGURE 2.3 Baddeley’s (2006) working memory model.
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phenomenon explains why recall of short, one-syllable words is better than that for
longer words; longer words take longer to articulate and therefore take up more space
on the phonological tape loop. Adult recall of a five-word sequence of monosyllabic
words is about 90%, whereas it drops to about 50% when the equivalent number of
words consists of five syllables each (Baddeley, 2003a). Thus, the capacity of the pho-
nological loop can be expressed as: words held in loop ¼ the length of the loop �
speech rate (Hulme & Mackenzie). Research has found the length of the normal
phonological tape loop to be about 2 seconds, regardless of the individual’s age. Sub-
jects can recall as many words as they can articulate in that amount of time (Badde-
ley, 1986; Hulme & Mackenzie). For example, if an individual’s speech rate is two
words per second, his or her memory span will be about four words. The number of
words recalled is not a function of how many items are presented within 2 seconds
but rather the number of words the individual can articulate within 2 seconds. The
implications are that any retention of verbal information in short-term memory be-
yond 2 seconds depends on rehearsal (repetition) and that the amount of information
that can be rehearsed is also constrained by the 2-second loop. Subvocal rehearsal rate
is thought to be equivalent to overt speech rate. This relationship accounts for the
findings that verbal short-term memory span varies according to the length of the
items and that span has a strong positive correlation with speech rate; individuals
with faster articulation rates can maintain more items than individuals who are slow
articulators (Hulme & Mackenzie).

For adults, normal phonological memory span has long been assumed to be ap-
proximately seven units (Miller, 1956). The span is typically measured with tasks
such as digit or word span and is often referred to as verbal short-term memory span or
verbal working memory span. The finding that memory span is highly related to the
time it takes to articulate the stimulus words implies that working memory is not
necessarily limited to seven, plus or minus two, units of information as is usually
believed. With a few short words, individuals are able to subvocally rehearse the com-
plete sequence in less time than it takes for the memory trace to decay, thereby ex-
tending maintenance of the sequence indefinitely. The immediate serial recall of
word sequences decreases as the constituent words become longer (Baddeley, 1990).
This phenomenon, known as the word length effect, has been attributed to the greater
time it takes to subvocally rehearse items of longer articulatory duration (Gathercole
& Martin, 1996). The crucial feature is the spoken duration of the word and not the
number of syllables. When subvocal articulation of the sequence exceeds the decay
time, errors begin to occur. Therefore, verbal memory span should be expressed as
the number of words that can be articulated in approximately 2 seconds (Baddeley,
1990), rather than thinking of it as a specific number of spoken words. Even the
classic digit-span task is subject to this rule. For instance, the digit span of Welsh-
speaking children (Ellis & Hennelley, 1980) is substantially lower than that of
English-speaking children because Welsh digits take longer to articulate than English
digits. The word length effect has even been observed during reading, as reading rate
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decreases for longer words, so does recall (Gathercole & Baddeley, 1993). Prevention
of rehearsal eliminates the word length effect; if the individual is not subvocally re-
hearsing, the length of individual words doesn’t matter.

Despite the strong evidence that word length and articulatory rehearsal speed de-
termine verbal short-term memory span, other influences also affect performance.
Undoubtedly, some of the effect occurs because long words take longer to present
and recall, leading to more forgetting as total elapsed time exceeds retention interval
(Baddeley, 2003a). Another influence is prior knowledge; meaningful phonological
information may activate relevant long-term memory structures, which may then fa-
cilitate short-term recall in the absence of rehearsal. That is why the average adult has
a longer span for meaningful words than for nonsensical pseudowords and a verbatim
serial span of 15 words when they are used in a sentence. The degree of chunking—
the grouping of items into larger units—also affects span. For example, the separate
digits ‘‘5’’ and ‘‘8’’ can be chunked as ‘‘58.’’

Nevertheless, subvocal rehearsal seems to largely determine verbal span. Whenever
individuals are prevented from rehearsing verbal items, performance is markedly im-
paired (Baddeley, 1990). The typical interference task prevents rehearsal by requiring
the participant to engage in concurrent speech (e.g., ‘‘the, the, the . . . ’’). Prevention
of rehearsal allows researchers and examiners to assess pure phonological loop ca-
pacity. The impact of disrupting phonological short-term rehearsal provides evidence
of the importance of rehearsal to the short-term retention of information, and it pro-
vides evidence for the subdivision of the phonological loop into a passive store and a
rehearsal function.

Numerous studies have investigated verbal span and found it to be an incredibly
robust phenomenon, with high predictive relationships with cognitive functioning,
academic learning, and everyday tasks (see Chapter 5 for an in-depth discussion). For
example, the phonological loop plays a crucial role in language processing, literacy,
and learning. It is even hypothesized that the phonological loop may have evolved in
order to facilitate the acquisition of language. Accordingly, individuals with longer
phonological spans are better at vocabulary and language learning than those with
shorter spans (Baddeley, 2003a).

In summary, phonological short-term memory span is primarily a joint function
of rate of decay and rate of rehearsal. Articulation rate determines how much infor-
mation can be repeated before it decays. Repeated subvocal rehearsal can extend the
interval over which information can be recalled. When individuals are prevented
from rehearsing information by introducing an interference task, such as repeating
an irrelevant word, their short-term memory performance decreases dramatically, as
well as the amount of information that is retained long term (Henry, 2001). Our
verbal span is mainly limited by our ability to rehearse all the verbal stimuli rapidly
enough to avoid losing one or more items due to decay (Baddeley, 2006). Therefore,
the capacity of the phonological loop is not fully realized without the application of
articulatory rehearsal strategies.
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Phonological Similarity Effects

Another variable that affects the operation of the phonological loop, in particular
the length of serial recall, is acoustic or phonological similarity. Individuals with
normal phonological processing ability find it more difficult to remember lists of
words that sound similar, such as man, map, and mat. The phenomenon most likely
results from confusions that occur in the passive phonological input store and mis-
identifications during rehearsal and later retrieval (Hulme & Mackenzie, 1992).
Any loss of information due to decay leads to confusion between acoustically sim-
ilar items. Phonological similarity can have profound effects on recall. For instance,
in a study by Baddeley (1986), dissimilar words were recalled correctly 82.1% of
the time while similar-sounding words were correctly recalled only 9.6% of the
time. The effect of phonological similarity supports Baddeley’s claim that short-
term memory encoding for verbal information is phonetically based (Logie, 1996),
whereas long-term encoding is based more on meaning. For example, phonological
similarity has no effect on long-term retrieval, indicating that, while it is the basis
for immediate encoding, it is not the basis for long-term encoding (McElree, 1998).
More evidence for the phonological similarity effect comes from the study of how
unattended background speech and noise impact short-term verbal span. Concur-
rent but irrelevant speech in the background can have a deleterious effect on word
retention, especially when the words to be recalled are phonologically similar to the
irrelevant material (Gathercole & Baddeley, 1993). Additional evidence that short-
term verbal memory is based on phonological coding comes from the fact that or-
thographic (the visual representation of words) similarity has very little influence on
word retention.

Phonological similarity effects may be only one aspect of a broader interference
effect that arises whenever there is similarity between content being stored and con-
tent being operated on. For example, recall of digits is substantially lower when sub-
jects are required to engage in arithmetic calculation while trying to maintain a string
of digits, whereas processing the meaning of sentences during digit span causes less
interference (Conlin & Gathercole, 2006). When exactly the interference is most dis-
ruptive is unclear. There are indications that the detrimental interference occurs
mainly during retrieval when it is difficult to discriminate between phonologically
similar items (Conlin & Gathercole).

Recency and Primacy Effects

The recency effect is often cited as further evidence for the existence of a temporary
phonological store (Baddeley, 1990). Recency, one of the most persistent findings in
memory research, is the tendency of the most recently presented oral items to be
recalled better than prior items, especially items from the middle of a list. The
recency-based phenomenon seems to result from the displacement or overwriting of
earlier cues; recent items are remembered because they are still retained in the
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phonological store at the time of recall. As such, they are automatically recalled with-
out rehearsal being necessary or without there having been time for rehearsal. The
fact that little or no rehearsal occurred is borne out by the finding that subsequent
long-term retrieval of items at the end of the list is poorer than for items at the begin-
ning or middle (Cowan, 2005), indicating that earlier items were rehearsed and en-
coded into long-term storage. Apparently, the lack of rehearsal for the final items
limits the encoding of the items into long-term memory—an effect that has implica-
tions for academic instruction. The recency effect also indicates that the last item or
chunk heard still remains active in awareness or is still the focus of attention. Proac-
tive interference, which is interference from previously learned similar information,
has no impact on immediate recall, indicating that no retrieval processes are needed
for items that are still maintained in active awareness (McElree, 1998), unless they
have been lost and retrieval from long-term memory is necessary. Primacy, the supe-
rior recall of items from the beginning of a list compared to the middle items, is
another memory constant. The effect is particularly strong when there is subvocal
rehearsal, most likely because there is an opportunity to repeat these items more than
subsequent items.

The Visuospatial Sketchpad

The visuospatial sketchpad is responsible for the short-term storage of visual and spa-
tial information, such as memory for objects and their locations. It also plays a key
role in the generation and manipulation of mental images (Baddeley, 2006). Like the
phonological loop, it consists of a passive temporary store and an active rehearsal
process. Decay in the temporary visuospatial store seems to be as rapid as phonolog-
ical decay, taking place within a matter of seconds. The rate of forgetting seems to be
a function of stimulus complexity and of how long the stimulus is viewed. Refresh-
ment of the visual trace appears to result from eye movement, manipulation of the
image, or some type of visual mnemonic (Baddeley, 1986). The sketchpad seems
primarily designed to maintain spatial or patterned stimuli, which explains why it
has been linked to the control and production of physical movement (Logie, 1996).
The visuospatial sketchpad may also serve an important function during reading, as it
visually encodes printed letters and words while maintaining a visuospatial frame of
reference that allows the reader to backtrack and keep his or her place in the text
(Baddeley, 1986).

Much of short-term visuospatial storage, rehearsal, and processing seems depend-
ent on other working memory components. Although the phonological loop is de-
signed for sequential processing and the visuospatial sketchpad is better suited
to holistic processing, most normal individuals will verbally recode much of their
visuospatial input. Furthermore, recent evidence suggests that visuospatial storage is
more dependent on the central executive component than is phonological storage
(Gathercole & Pickering, 2000b).
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Visuospatial Storage

Although visuospatial sketchpad storage was originally described as a unified subcom-
ponent, it was later divided into two storage subcomponents: visual and spatial
(Baddeley, 2006; Pickering et al., 2001; Van Der Sluis, Van Der Leij, & De Jong,
2005). The visual subcomponent is responsible for the storage of static visual infor-
mation (i.e., information about objects’ shapes and colors), and the spatial subcom-
ponent is responsible for the storage of dynamic spatial information (i.e., information
about motion and direction). The visual subcomponent (also referred to as the visual
cache) is a passive system that stores visual information in the form of static visual
representations. In contrast, the spatial subcomponent (also referred to as the inner
scribe) is an active spatial rehearsal system that maintains sequential locations and
movements. According to Olive (2004), the spatial subcomponent necessarily employs
rehearsal to continually update dynamic information, as well as to refresh decaying
information in the visual cache. Visual short-term storage is limited in capacity, typi-
cally to about three or four objects for a matter of seconds. Because of the limitations,
individuals may not notice when objects in a series move, change color, or disappear.
Of course, in the real world, objects and their characteristics usually persist over time,
making detailed visual retention and rehearsal unnecessary (Baddeley, 1996).

Complex patterns are not retained as well as simple patterns (Kemps, 1999). Com-
plexity refers to the amount of variety in a stimulus. For example, blocks displayed in
a matrix are easier to recall than a random display, and asymmetrical figures are more
difficult to recall than symmetrical ones. These findings indicate that structured vi-
suospatial information consumes less short-term storage capacity than unstructured
(Kemps). However, better recall for structured images may also be facilitated by the
conversion of visuospatial information into verbal information, which is more likely
to occur when images are recognizable. The fact that visuospatial span is better for
structured material also suggests that long-term memory representations of structured
material are facilitating short-term visuospatial memory, much like long-term phono-
logical representations contribute to phonological memory span.

Rehearsal and Recoding of Visuospatial Information

Although there has been an abundance of research on the phonological loop and
visual imagery itself, direct research on the visuospatial sketchpad has been minimal.
Consequently, less is known about the functioning of this aspect of working memory,
especially the form of visuospatial rehearsal. Nevertheless, some form of visuospatial
rehearsal seems necessary for the short-term retention of visuospatial information.
Evidence of visuospatial rehearsal derives from studies demonstrating that engaging
in concurrent visuospatial activity disrupts short-term visuospatial storage (Henry,
2001). However, there is also evidence to indicate that maintenance of short-term
visuospatial information depends on more than visuospatial rehearsal processes.
Although the visuospatial sketchpad can operate independently from the
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phonological loop (Kemps, 1999), visuospatial storage and rehearsal appears to de-
pend a great deal on the phonological loop and articulatory rehearsal. Visuospatial
information does not automatically access the phonological store. Access occurs
through the deliberate process of recoding visuospatial information into verbal infor-
mation, which occurs when the individual verbalizes the names of the objects and
locations to be remembered (Richardson, 1996a). Not all visuospatial input is easily
transformed; the individual has to be able to articulate the information in order for
the transfer to occur. Visually presented patterns that are difficult to name must be
encoded visually. Failure to create a verbal representation of visual material may pre-
vent rehearsal and affect retention. While the conversion of visual information into
verbal information usually results in better recall, some visual information is usually
lost in the process (Baddeley, 2003b). The visual–verbal conversion process seems to
be one of the functions of the phonological rehearsal component (Gathercole &
Baddeley, 1993).

Despite the efficiency of this information transformation, individuals typically do
not recode visually presented material into a speech-based form until about age 10.
Children at 5 years of age appear limited to some form of visual storage and rehearsal
for visually presented materials. Their recall is impaired by visual similarity (similar
to phonological similarity effects in the phonological loop) but not verbal interfer-
ence, whereas older children display the opposite effects (Hitch, 1990). Younger
children’s inability to use verbal rehearsal to store the names of visual materials may
be because such a transformation is beyond their working memory processing ca-
pacity. As general capacity increases, children rely more on visual-to-verbal recoding.
Consequently, by age 10, the visuospatial rehearsal process may amount to little more
than verbal rehearsal (Hulme & Mackenzie, 1992), although there is evidence that
individuals over 10 years of age continue to use some visuospatial storage. Adults’
tendency to use verbal rehearsal for visually presented materials is demonstrated by
their decreased retention when they are exposed to auditory interference (Hitch).

Visual Imagery

The generation, manipulation, and maintenance of visual imagery also appears to
involve the visuospatial sketchpad (Gathercole & Baddeley, 1993). Recent research
(De Beni, Pazzaglia, Meneghetti, & Mondoloni, 2007) has provided support for the
claim that visuospatial working memory is involved in mental imagery and in the
construction of spatial mental models. Maintenance and manipulation of visual im-
ages is highly demanding of working memory resources, probably beyond the ca-
pacity of the visuospatial sketchpad itself. Therefore, working memory’s central
executive must be involved whenever internally generated visual images are being
consciously generated and manipulated (Pearson, Logie, & Gilhooly, 1999). The
phonological loop may also lend some assistance during image processing by attach-
ing labels to the shapes involved. In fact, subsequent reconstruction of the images
during recall may depend heavily on verbal representations (Pearson et al.). The
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coordination of the verbal and visual subsystems and control of image manipulation
are attributed to the central executive. Hence, manipulation of spatial information,
such as images, appears to involve all aspects of the working memory system and to
consume many of the resources as well.

The Central Executive

The central executive—what many consider the core of working memory (Baddeley,
2003b; Torgesen, 1996)—is responsible for controlling the other three subsystems
and regulating and coordinating all of the cognitive processes involved in working
memory performance, such as allocating limited attentional capacity. Controlling
the flow of information through working memory, the central executive is involved
anytime information is transformed or manipulated, such as during mental arith-
metic. The central executive is analogous to an executive board that controls atten-
tion, selects strategies, and integrates information from several different sources. It is
modality or domain free, acting as a link between subsystems that are dependent on
auditory or visual processing. As described by Baddeley (1986, 1996b), the central
executive, which may not have its own have storage capacity, draws on the overall
limited capacity of working memory. Despite its important role, the functioning of
the central executive is the least understood component of working memory. The
lack of a clear construct is due to measurement challenges and to the multiple func-
tions of the central executive (Richardson, 1996a). Nevertheless, there is a consensus
among theorists on the central role of executive processing in working memory. Most
agree that individual differences in working memory are primarily determined by
central executive processes.

In general, the central executive is involved whenever an individual must simulta-
neously store and process information (Tronsky, 2005). Tasks that introduce inter-
ference or a secondary processing task while requiring the retention of information
will necessarily involve the central executive. For example, the central executive is
responsible for managing dual-task situations, which typically involve processing in-
formation while trying to retain the same or different information. While experimen-
tal researchers often portray this scenario as unique, it is actually the norm in daily
life, especially in an academic learning environment. The added demands of coordi-
nating two tasks may slow down and depress performance on the processing and
memory tasks. Similarly, as short-term memory load increases, the demands made
on the executive may increase. Overall, the primary role of the central executive is to
coordinate information from a number of different sources and manage performance
on separate, simultaneous tasks (Baddeley, 1996b). The central executive will be
called into play whenever control functions are necessary, such as when an individual
is trying to cope with cognitive multitasking or dual-processing tasks (Savage,
Cornish, Manly, & Hollis, 2006).

The central executive has limited resources for storage and processing (Gathercole
& Baddeley, 1993), creating the need to maintain short-term modality-specific stores
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and to incorporate long-term memory structures that can assist with storage and re-
trieval. Until recently, conducting a long-term memory search and recollecting episo-
dic events has been one of the main functions ascribed to the central executive.
However, such a responsibility seems inconsistent with the lack of specific storage
space. The result has been the recent addition of an episodic buffer where central
executive products can be temporarily stored and activated long-term memory repre-
sentations can be held. The processing limitations of the central executive mean that
the greater the competition for its available resources, the more its efficiency at com-
pleting particular functions will be reduced.

Central Executive Core Functions

Over the years, Baddeley (1986,1996b, 2003b, 2006) has described several core cen-
tral executive functions: (a) selective attention, which is the ability to focus attention
on relevant information while inhibiting the disruptive effects of irrelevant informa-
tion; (b) switching, which is the capacity to coordinate multiple concurrent cognitive
activities, such as timesharing during dual tasks; (c) selecting and executing plans and
flexible strategies; (d) the capacity to allocate resources to other parts of the working
memory system; and (e) the capacity to retrieve, hold, and manipulate temporarily
activated information from long-term memory. Miyake, Friedman, Emerson,
Witzki, and Howerter (2000) have examined Baddeley’s structure and identified three
focused and related central executive functions—inhibition, switching, and updating.
Inhibition, perhaps the most crucial function of the central executive, is the ability to
attend to one stimulus while screening out and suppressing the disruptive effects of
automatically generated or retrieved information that is not pertinent to the task at
hand. Inhibition also discards previously activated but no longer relevant information
and suppresses incorrect responses. Switching, or shifting, refers to the ability to alter-
nate between different tasks, sets, and operations, such as switching retrieval plans.
Updating, which is similar to inhibition, is the ability to control and update informa-
tion in working memory, such as when attempting to retain the last word of each
presented sentence. Updating is a constant process of revision whereby newer, more
relevant information replaces old, no longer relevant information (Swanson, Howard,
& Saez, 2006). In general, the main functions of the central executive seem to be:
coordinating performance on two separate tasks (e.g., simultaneous storage and proc-
essing of information); switching between tasks such as retrieval and encoding;
attending selectively to specific information while inhibiting irrelevant information;
and activating and retrieving information from long-term memory.

Control of Attention

According to Baddeley (1986), the central executive is not just controlling working
memory. Rather, it is a supervisory attentional system responsible for the control,
regulation, and monitoring of many complex cognitive processes, most of which are
related to working memory. The regulatory functions of Baddeley’s central executive
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component are similar to those of the Supervisory Attentional System (SAS) pro-
posed by Norman and Shallice (1980). The SAS model proposes that action is con-
trolled in two ways. Automated activities are guided by schemas that are triggered by
environmental cues, such as a driver stepping on the vehicle’s brake pedal when a red
light appears (a schema is an organized memory network for a concept or procedure).
However, when novel stimuli or activities are involved, a higher level SAS intervenes
to consciously control behavior. At this level, SAS is portrayed as a conscious control
mechanism that focuses attention on the most relevant memory representation and
inhibits activation of irrelevant schemas, thus preventing interference. The SAS
and central executive models are also concordant on the contention that processing
demands decrease as tasks become more routine and automated (Gathercole &
Baddeley, 1993). Although the central executive is referred to as an attentional
processor, it should not be construed as interchangeable with the construct of atten-
tion (see Chapter 4 for further discussion on this distinction).

Automaticity

Central executive processing is necessary whenever there is a disruption or a failure in
automatic processing. The central executive benefits from the development of skill
automaticity (the ability to complete a task without conscious mental effort), such as
speech and reading fluency, because mastered skills require less monitoring by the
central executive, thereby allowing the central executive to attend to higher level
processes such as reasoning. The extent to which the central executive is required is
also dependent on the degree of automatization of working memory routines and
strategies, such as rehearsal and chunking. For example, adults may require few cen-
tral executive resources when reversing digits because it is a more automated process
for them, whereas children need more central executive support for such a challeng-
ing task. The automated functioning of the phonological loop and visuospatial
sketchpad also provide more capacity for the central executive to draw on.

Long-Term Memory Encoding and Retrieval

It is important to realize that the central executive is not uniquely dedicated to short-
term and working memory management; it is also recruited in the service of long-
term memory. In addition to strategy implementation and other management
functions, the central executive is involved with the effortful activation, retrieval, and
manipulation of long-term memory representations. Its primary interactions with
long-term memory include activating and retrieving information from long-term
storage, deciding which information is relevant, and forming associations between
items—particularly novel information and previously acquired knowledge. In addi-
tion to retrieval, the central executive is responsible for the effortful, conscious encod-
ing of new information, particularly semantic information, into long-term memory.
As the theory evolved, Baddeley (1996b) placed more emphasis on the central execu-
tive’s role in temporarily activating long-term memory representations, a view more
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in accord with American models of working memory. This expanded view of work-
ing memory probably led to his recent addition of the episodic working memory
component.

The Episodic Buffer

To explain the influence of long-term memory on the contents of working memory,
Baddeley (2000, 2006) recently added a fourth subcomponent—the episodic buffer—
to his model. The episodic buffer is a limited-capacity subcomponent, consciously acces-
sible, that interfaces with long-term episodic and semantic memory to construct inte-
grated representations based on new information. The episodic buffer also provides
direct encoding into long-term episodic memory (Pickering & Gathercole, 2004) and
controls directed searches of long-term memory. The addition of the episodic compo-
nent greatly increases the types of information, such as semantic information, that can
be stored and processed in working memory.

The addition of the episodic buffer acknowledges some of the shortcomings of the
original model (Cowan, 2005). In particular, the episodic component can account
for temporary storage of large amounts of information that seem to exceed the ca-
pacities of the phonological and visuospatial storage systems, without relying on stor-
age in the executive component or direct retrieval from long-term memory
(Baddeley, 2003). It was added to Baddeley’s model (Baddeley, 2006) after research
(Hulme & Mackenzie, 1992; Logie, 1996) found that short-term memory span de-
pends substantially on information from long-term memory. The episodic buffer is
also a response to other models of working memory that claim that working memory
is little more than activated regions of long-term memory. However, Baddeley
(2006) rejects the notion that the episodic buffer is simply reflecting activated long-
term memory representations. From Baddeley’s perspective, the episodic buffer is
seen as functioning in a way that is complimentary to a separate long-term store. The
episodic buffer also addresses the reality that working memory processes abstract,
conceptual knowledge, which is composed of more than the basic phonological and
visuospatial codes found in the model’s two short-term memory buffers (Cowan,
Saults, & Morey, 2006). It is not that the episodic subcomponent introduces new
functions to Baddeley’s working memory model. Functions now assigned to the
episodic buffer were always included, ascribed to the central executive. That is why
Baddeley (2006) considers the episodic buffer a fractionation of the central executive.

The episodic buffer is important for learning because it uses multimodal codes to
integrate representations from components of working memory and long-term mem-
ory into unitary representations. The episodic component combines visual and verbal
codes and links them to multidimensional representations in long-term memory.
The episodic buffer may be responsible for binding separate episodes or units of in-
formation into chunks, and it may even integrate elements into new coherent struc-
tures. Changes in long-term representations occur slowly, after many repeated
exposures to the same information. In contrast, episodic working memory can
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quickly represent information for immediate learning and processing (Brown &
Hulme, 1996).

Factor-Analytic Support for Baddeley’s Model

Several investigations into working memory models have conducted factor-analytic
studies to assess the validity of the construct. In general, results have been supportive
of Baddeley’s multicomponent working memory model, with two or three factors
typically identified. Some studies (e.g., Engle, Tuholski, Laughlin, & Conway,
1999) have discovered two broad factors that divide tasks into short-term memory
and working memory, whereas other factor analyses have pointed to three factors that
are similar to Baddeley’s (1986) original three components. Other factor-analytic
studies (Swanson & Berninger, 1996) have reported that verbal and spatial working
memory load on two different factors. Attempts to further separate memory func-
tions have typically met with failure, such as Oberauer, Sub, Schulze, Wilhelm, and
Wittman’s (2000) attempt to identify a numerical short-term memory factor. Typi-
cally, the identified factors have high positive intercorrelations. These high intercor-
relations, although they change somewhat with development (see Chapter 4),
strongly support the construct validity of working memory as one general cognitive
resource (Oberauer et al., 2000).

With the publication of a working memory test battery (see Chapter 8) based on
Baddeley’s model, traditional psychometric validity evidence is now available. Ex-
ploratory and confirmatory factor analyses of the Working Memory Test Battery for
Children resulted in a factor structure supportive of Baddeley’s tripartite model
(Pickering & Gathercole, 2001b). Recently, Alloway, Gathercole, and Pickering
(2006) completed a confirmatory factor-analytic study that produced a three-factor
model, with related but separable verbal and visuospatial storage factors, along with
an executive factor representing the shared variance between short-term verbal and
visuospatial processing.

Contributions from Daneman and Carpenter

Daneman and Carpenter (1980) are credited with expanding the working memory
construct, especially to higher level linguistic processing, and with developing the first
direct measure of working memory’s complex functioning. Daneman and Carpenter
noticed that simple span tasks, such as digit span, have only low correlations with
demanding cognitive tasks, such as reading comprehension. These weak relationships
led them to conclude that existing memory measures (circa 1980) did not really tap
processing, the essence of working memory. Consequently, they devised a measure,
known as reading span (see details in Chapter 6), that required concurrent processing
and storage. Their new measure correlated highly with complex cognitive tasks like
reading comprehension (correlations ranging from .49 to .59) and has since become
a mainstay of working memory assessment.
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Daneman and Carpenter (1980) emphasize the processing dimension of working
memory, arguing that what appears to be smaller storage capacity may actually be the
result of inefficient processing, which reduces the resources available for retention of
information. They contend that complex mental operations utilize working memory
resources and the more efficient the mental processing, the more resources are avail-
able for short-term storage. Because processing efficiency varies by task, working
memory capacity varies, depending on the task at the moment. From this perspective,
individuals do not vary in available capacity but rather in processing efficiency. De-
velopmentally, this means that storage and processing capacity remain constant; age-
related changes in memory span result from increased operational efficiency. There-
fore, working memory performance is determined by the demands of the task and the
individual’s processing efficiency.

Although the model views working memory as including both storage and process-
ing functions ( Just & Carpenter, 1992), the model reduces the need for modality-
specific storage buffers. For Daneman and Carpenter (1980), working memory
essentially corresponds to the central executive in Baddeley’s theory. From their per-
spective, performance on complex span tasks is due primarily to central executive
processing efficiency—a claim disputed by Bayliss, Jarrold, Baddeley, and Gunn
(2003), who found that differences in storage capacity are an important determinant
of complex span performance.

Kane and Engle’s Executive Attention Model

Kane, Engle, and colleagues (Engle 1996, 2002; Kane et al., 2001) portray working
memory as an executive attention function that is distinguishable from short-term
memory. Kane and Engle make the case that working memory capacity is not about
short-term span but rather about the ability to control attention in order to maintain
information in an active, quickly retrievable state. They define executive attention,
also referred to as controlled attention, as ‘‘an executive control capability; that is, an
ability to effectively maintain stimulus, goal, or context information in an active,
easily accessible state in the face of interference, to effectively inhibit goal-irrelevant
stimuli or responses, or both’’ (Kane et al., 2001, p. 180). Executive attention not
only allows switching between competing tasks but maintains desired information by
suppressing and inhibiting unwanted, irrelevant information. Therefore, the capacity
of working memory is a function of how well executive processes can focus attention
on the relevant material and goals, not on the length of the interval or how much
short-term storage is available.

Evidence for their model comes from studies in which high memory span partic-
ipants demonstrate better attentional control than low span subjects. Particularly
under normal conditions, high span individuals are more adept at resisting interfer-
ence than low span subjects (Kane et al., 2001). Their ability to inhibit interference
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allows them to retain and process more information. Most of the interference is in-
ternally generated, often caused by associating current information with earlier infor-
mation that is no longer relevant. Low working memory span individuals do not
normally allocate attention to resisting interference (Kane & Engle, 2000). Thus,
individuals with a high working memory span may not necessarily have a greater
short-term storage capacity than those with a low span. Rather, working memory
span is constrained by the executive capacity to control attention and resist interfer-
ence (Hester & Garavan, 2005).

Kane and Engle (2000) currently emphasize the role of working memory in re-
trieving and actively maintaining information from long-term memory. Working
memory is responsible for cue-dependent, focused searching that has a high probabil-
ity of leading to correct recall. Cues are used at the beginning of the retrieval phase to
delimit the search to the most likely targets. Furthermore, this cue-dependent process
applies to retrieval of information just recently lost from short-term storage because
of the removal of attention, extended time intervals, or distractions. Such informa-
tion has often transferred to the recently activated pool of memory items found in
long-term memory. The successful use of cues by working memory facilitates bring-
ing this recently lost information back into working memory. Cues also allow work-
ing memory to retrieve the correct information in the presence of interference.
According to Kane and Engle (2000), low working memory capacity individuals have
more difficulty selecting and using correct cues to guide the long-term memory
search process, resulting in too many irrelevant representations being retrieved and
ultimately failure to retrieve the sought-after information. Thus, individual differ-
ences in working memory capacity are also related to individual differences in the
ability to engage in a controlled, strategic search of long-term memory, not just
differences in controlling attention (Unsworth & Engle, 2007).

In the most recent rendition of Kane and Engle’s theory (Unsworth & Engle,
2007), working memory is viewed as a subset of activated memory units, some of
which are highly active and can be considered in a limited-capacity short-term com-
ponent, whereas others are contained in a larger pool that can be maintained for
longer intervals. By continually focusing attention, working memory maintains a few
representations (typically about four) for ongoing processing. As attentional resources
increase with age, more long-term memory structures can be activated concurrently.
(This view is very consistent with Cowan’s model, which is discussed in the next
section.) In addition to expanding on the relationship between working memory and
long-term memory, Kane and Engle (2000) have also investigated the relationships
working memory has with higher level cognitive functions. According to their theory,
controlled attention is the factor that binds all of the cognitive processes, compo-
nents, and functions together. Engle (2002) argues that domain-free executive atten-
tion is the underlying process that connects working memory with other high-level
cognitive processes, such as fluid intelligence, whereas short-term memory is not sig-
nificantly related to higher level cognition.
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Kane and Engle’s (2000) model is not inconsistent with Baddeley’s. Baddeley also
stresses the attentional and inhibitory aspects of the central executive. The distinction
is more in regards to what determines working memory capacity. Whereas Baddeley
emphasizes the span of the phonological loop, Kane and Engle consider it less rele-
vant. From their perspective, the reason short-term span decreases when working
memory load is increased is that the ability to exert inhibitory control over irrelevant
items decreases.

In summary, Engle and colleagues are proposing that working memory consists of
domain-general controlled attention, which is mainly applied to retrieving and main-
taining activation of long-term memory structures. Individual differences in working
memory reflect the degree to which distracters can be inhibited and relevant informa-
tion can be actively maintained as the focus of attention (Kane et al., 2001). The
theory makes inhibitory control the primary determinant of working memory ca-
pacity, a proposal supported by others as well (e.g., Hasher & Zacks, 1988). With
inhibitory failure, working memory becomes overloaded with information that is not
relevant to the task at hand.

Cowan’s Embedded-Process Model

Cowan (2005) is another American psychologist who has greatly expanded the con-
struct of working memory, altered the view of working memory capacity, and closely
linked working memory with long-term memory. Cowan (1993, 1995, 1999, 2001,
2005) has advanced a theory of working memory that addresses some of the short-
comings of Baddeley’s theory and responds to contemporary findings. His model
(2005) emphasizes focus of attention, levels of activation, and expertise as essential
properties of working memory. Cowan (1995) posits close interaction and mutual
interdependence between working memory and long-term memory, originally sug-
gesting that there is a single memory-storage system that consists of elements at vari-
ous levels of activation. As the single memory-storage system is long-term memory,
this theory embeds working memory within long-term memory (see later section on
long-term working memory). While Cowan (2005) still recognizes the need for
working memory and short-term memory constructs, he argues that, at the very least,
long-term retrieval precedes short-term processing and that well-defined long-term
structures and representations enhance working memory performance, including the
retrieval of recently presented information that has been held briefly in short-term
memory. Nevertheless, Cowan’s theory proposes that working memory essentially
refers to information in long-term memory that is activated above some threshold.

Cowan’s (2005) model mainly distinguishes between the activated part of long-
term memory and the focus of attention. There is also a large set of long-term mem-
ory elements that are mostly in an inactive state (see Fig. 2.4) Only the focus of
attention is assumed to have limited capacity—typically a few highly activated
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elements at a time. The larger pool of activated items is not capacity limited, but
items can be lost through decay or interference (Oberauer, 2002). This pool contains
elements that are activated above a certain threshold but are outside the focus of
attention. The degree of activation distinguishes between the three pools of informa-
tion: (a) a vast pool of inactive long-term memory structures that are available for
activation and retrieval; (b) a pool of long-term memory items that have been re-
cently activated through unconscious automatic or conscious retrieval processes; and
(c) a few items that are the focus of attention. Items in the activated pool quickly
move in and out of the focus of attention, depending on what is needed at the mo-
ment. As originally proposed by Anderson (1983), activation is a limited resource
that automatically spreads among related concepts. When the amount of activation
reaches some critical threshold, the item moves into the activated pool and becomes
easily accessible. The few highly activated items that are the focus of attention are
embedded within the activated memory pool. The system functions efficiently be-
cause activated but unneeded items are inhibited, yet they are readily accessible.

The focus of attention replaces the multiple separate storage buffers and the central
executive of Baddeley’s model. Cowan posits that a limited focus of attention restricts
working memory retention and processing, not storage capacity. The focus of atten-
tion can typically handle three to five chunks of activated information at a time, de-
pending on the complexity of the task, whereas the broader pool of activated memory
does not have such narrow limits. The readily accessible pool of activated long-term
memory information accounts for our ability to seemingly handle much more infor-
mation than is indicated by working memory span measures. Conscious processing
of information relies on the ability to constantly shift and restrict attention to neces-
sary information only. For example, semantic encoding requires activating and focus-
ing on relevant schema. Studies of retrieval speed (e.g., McElree, 1998) provide

Long-Term Memory

Activated Items

Focus of Attention

FIGURE 2.4 Cowan’s (2005) embedded-process model.
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support for Cowan’s model by finding that items expected to be in the focus of atten-
tion are retrieved more quickly than recently activated items that are no longer the
focus of attention. Accordingly, the capacity of the focus of attention can be meas-
ured by the number of items that are immediately accessible. Activated items that are
outside the focus of attention require more time to access because a retrieval step is
necessary (Verhaeghen, Cerella, & Basak, 2004).

In its interaction with long-term memory, working memory forms new episodic
links between items activated in long-term memory and the new information that is
being processed. Cowan (2005) suggests a high level of activation is associated with
current working memory contents, which are the focus of attention, whereas a mod-
erate level is associated with activated information that has recently been the focus or
is closely associated with the current contents (Cowan, 1993). Because of moderate
activation, information is readily available that is not actually in working memory.
When this related information is called into working memory, it can be used to cre-
ate new chunks or episodes for long-term storage. Cowan’s (2005) view of working
memory’s role in forming new episodic links is consistent with Baddeley’s episodic
buffer.

Regarding working memory capacity, Cowan (2001) presents extensive convergent
evidence in support of four, not seven, as the magic number. In his 2001 publication,
Cowan provides a table listing 41 different studies from 17 research domains that all
point to an adult working memory capacity of four chunks. Cowan views this ca-
pacity limit as somewhat universal, applying across individuals, across modalities,
and across levels of expertise. In his view, what varies is the size of the chunks, not
the number of chunks. Cowan’s (2005) claim that four is the magic number applies
to normal situations, in which individuals are passively attending to information and
in which most of the working memory processing is automatic. When individuals use
a rehearsal strategy to supplement the limited storage function, capacity can be ex-
tended to six or seven chunks. Despite Cowan’s convincing evidence, some recent
studies (reviewed by Verhaeghen et al., 2004) have indicated that the typical focus of
attention is actually only one item, not four. For example, Oberauer (2002) contends
that, at any one time, the focus of attention holds only the single item that is the
object of the current or next cognitive operation.

Oberauer (2002) expanded on Cowan’s model by dividing activated long-term
memory structures into three functionally distinct regions instead of only two.
Oberauer uses concentric circles to illustrate regions characterized by increasing avail-
ability to cognitive processes. The largest region contains a network of all the long-
term memory representations that have been activated recently. A limited subset, per-
haps as few as four of these items, is held in the region of direct access (this region
corresponds to Cowan’s focus of attention). Within the region of direct access, one
item is selected for processing by the focus of attention. Whereas the focus of atten-
tion in Cowan’s model corresponds to the region of direct access, Oberauer believes
the focus of attention is limited to processing the one chunk of information that is

Cowan’s Embedded-Process Model 31



the focus of the current or next cognitive operation. Oberauer’s one-item hypothesis
postulates that focus of attention capacity varies, depending on the demands of the
task at hand. It consists of only one item when all resources must be committed to
the processing of that particular item, and it expands up to four items when multiple
items can be processed in parallel. Accordingly, the focus on one item is not a struc-
tural limitation but rather due to the capacity demands of the task (Verhaeghen et al.,
2004). Keep in mind that the unit can be a chunk, not just a discrete item. Also, the
number of items that can be processed concurrently is dependent on how much the
task is automatized. When the processing of specific information is highly automat-
ized, individuals have immediate access to more information, giving the impression
of a larger working memory capacity.

Oberauer’s Facet Theory

Another perspective with emphasis on the executive aspects of working memory is the
facet model offered by Oberauer et al. (2000, 2003). Oberauer divides working
memory into two broad dimensions—one is a content facet, which has two compo-
nents, and the other is a functional dimension that consists of three general processes.
In line with Baddeley’s model, the content facet consists of two factors: (a) verbal and
numerical; and (b) figural and spatial. The three functional factors are storage in the
context of processing, coordination, and supervision. There is already consensus that
storage in the context of processing, also referred to as simultaneous storage and proc-
essing, is the central function of working memory. Coordination is the ability to build
new relations between elements and to integrate relations into structures. Supervision
involves monitoring of ongoing processes, selective activation of relevant representa-
tions, and suppression of irrelevant, distracting representations. In an effort to better
distinguish between short-term memory and working memory, Oberauer et al.
(2003) define working memory processing as the transformation of information or
the derivation of new information. Their narrow definition of working memory does
not include short-term memory and its functions, such as rehearsal and grouping of
items.

Whereas Baddeley and others have hypothesized several different executive func-
tions, only a few investigators such as Oberauer have attempted to empirically identify
specific functions. Studies by Buehner, Mangels, Krumm, and Ziegler (2005) and
Oberauer et al. (2003) have provided support for Oberauer’s model by identifying
the three functional factors proposed by Oberauer. Oberauer contends that the evi-
dence for his model points to a highly organized structure of information in working
memory. Oberauer’s explanation for why we have the capacity to both store and proc-
ess information at the same time is that we are capable of retaining unneeded contents
in the background without those contents interfering with the ‘‘working’’ part of
working memory. He distinguishes between passive and active contents, with active
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contents directly accessible for ongoing processing. Holding too many items in an
active state will slow down the speed of working memory operations.

Long-Term Working Memory

Given the close connection between working memory and long-term memory, it is
not surprising that there are advocates (Ericsson & Kintsch, 1995) for a long-term
working memory. According to this view, working memory is not structurally distinct
from long-term memory. Essentially, working memory is the skillful utilization of
information stored in long-term memory (Richardson, 1996a; Wagner, 1996).
Although working memory may not be separable from long-term memory in this
model, working memory still performs the same functions, such as processing select
sensory input and encoding new information into long-term storage.

The notion of long-term working memory changes the perspective on storage ca-
pacity. Instead of how many chunks can be held in short-term storage, capacity en-
tails how many nodes or long-term representations can be in a highly active state at
any one time (Richardson, 1996a). As suggested by Cowan (2005), the typical indi-
vidual can hold and manipulate about four pieces of information concurrently. Sim-
ilar to decay in short-term memory models, activated portions of long-term memory
must quickly return to an inactive state so that there is room for other long-term
representations as they become activated (Wagner, 1996). If Ericsson and Kintsch
are correct, then we may never be able to identify the modal working memory span.
Furthermore, their perspective opens the door to the possibility that much of what is
immediately retrieved is actually being retrieved from long-term, not short-term,
storage. This leads to several educational implications, among them the benefits of
long-term mnemonics on working memory functioning.

Ericsson and Kintsch suggest that the skillful use of information held in long-term
memory depends on expertise and the use of mnemonics, both of which enable indi-
viduals to use long-term memory as an efficient extension of working memory. By
employing a practiced mnemonic, individuals can quickly encode incoming informa-
tion into long-term memory while attaching retrieval cues that are maintained in
short-term memory. During recall the retrieval cues activate the relevant long-term
information, which is usually stored in schematic form, giving the appearance of a
working memory with super capacity. As evidence, Ericsson and Kintsch cite the per-
formance of chess masters and other experts who seem to have tremendous working
memory capacity, as well as subjects who were able to dramatically increase their
short-term memory span. For example, two college students were able to attain a
digit span of over 80 digits after hundreds of hours of practice. According to Ericsson
and Kintsch, the superior immediate recall of these trained subjects resulted from
storing the information in long-term memory. The evidence that what appears to be
held solely in a short-term working memory is really stored in long-term memory
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comes from experiments in which an interruption of 30 seconds of more does not
affect recall. Extended working memory seems to depend mainly on grouping items
into chunks and then associating the chunks with familiar patterns, such as schemas,
already stored in long-term memory (see Chapter 4 for more details on chunking).
Encoding information into long-term memory needs to happen rapidly. Encoding
also requires a large body of relevant knowledge and chunks for the particular type of
information involved, which is why experts appear to have a greater working memory
capacity. The schema the new information is attached to must be readily accessible
from retrieval cues that have been practiced and deliberately attached. When these
cuing procedures are successful, retrieval from long-term memory is as rapid as re-
trieval from short-term memory. Additional evidence for long-term working memory
was reported by McNamara and Kintsch (1996), who compared retrieval intervals.
Conscious retrieval from long-term memory typically takes 1 to 2 seconds, but an
expert’s direct retrieval from long-term memory takes only 400 milliseconds because
the expert is able to bypass short-term memory limitations.

The long-term working memory model also seems applicable to more than chess
experts. For example, the process of reading comprehension makes large, ongoing
demands of working memory. Comprehension over extended parts of text would not
be possible without long-term memory involvement. As the reader progresses
through text, a representation is constructed in long-term memory. This structure is
continually expanded to integrate new information from the text, with relevant parts
remaining accessible during reading. Ericsson and Kintsch view the accessible por-
tions of this structure as an extended working memory. Their argument is convinc-
ing, given that text comprehension increases dramatically from childhood to
adulthood without concomitant increases in short-term and working memory ca-
pacity. Purportedly, the increased comprehension results from greater skill at imme-
diately encoding information into long-term memory.

Although the idea of a long-term working memory is very similar to other pro-
posals discussed in this chapter, most theorists believe that working memory is a sep-
arate cognitive process, even if it might be embedded within long-term memory.
Most memory experts agree that working memory operates on knowledge units that
have been activated or retrieved from long-term memory. Perhaps, Anderson (1983)
was the first to theorize that working memory consists of currently activated knowl-
edge units in long-term memory. Cowan (2005) and Oberauer (2002) are among
others who have placed working memory squarely within the realm of long-term
memory. Despite the close interaction between long-term and working memory,
there is a current consensus (Gobet, 2000) that working memory is more than a
long-term memory process. In regards to the examples of exceptional working mem-
ory used to support the long-term working memory model, exceptional working
memory capacity seems to be limited to individuals who have made a directed effort
to develop a successful mnemonic that attaches effective retrieval cues to the material.
Furthermore, their large working memory spans are limited to their domain of
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expertise. For example, the large capacity chess masters have for recalling positions on
a chessboard does not generalize to other types of information.

Even if working memory is viewed as structurally separate (with its own storage
areas), it has become increasingly clear that working memory is deeply intertwined
with long-term memory and that stimuli may activate relevant representations
in long-term storage before any processing of the stimuli takes place in working
memory. Logie’s (1996) memory model emphasizes this interpretation, postulating
that information must first be accessed in long-term storage before being processed
within working memory. Logie argues that working memory could not function well
without the instantaneous and automatic activation of auditory and visual long-term
memory traces. Even subvocal auditory rehearsal strategies seem to rely on long-term
phonologically stored information. When higher level processing is required, seman-
tic information is activated for processing in working memory. Activated long-term
memory representations may not decay as rapidly, allowing individuals to retain or
access information for more than a few seconds. Even if long-term activation gener-
ally precedes working memory processing, it does not mean that working memory is
inseparable from long-term memory. Working memory could still possess its own
storage areas and processing capacities. What needs to be altered is our traditional
belief that incoming information must pass through working memory before relevant
long-term memory representations are activated.

Also, Conway and Engle (1994) point out that short-term memory retrieval proc-
esses are distinct from the processes involved in long-term retrieval. Short-term re-
trieval is a controlled process limited to a certain set size, whereas long-term retrieval
is an automated process and not a function of set size. These qualitative distinctions
mean that short-term memory is not just one end of a continuum of interaction, with
long-term memory at the other end. For example, long-term retrieval speed is mostly
independent of short-term span length. Consequently, working memory capacity and
the amount of information that can be activated in long-term memory should not be
equated. Nonetheless, working memory and long-term memory are highly interac-
tive; for example, working memory uses its attentional resources to inhibit activation
of irrelevant long-term memory structures.

Neuropsychological Evidence

Neuropsychological studies generally provide support for multicomponent working
memory models, primarily Baddeley’s. Of course, models of memory attempt to rep-
resent the functional, rather than the structural, properties. Therefore, the theoretical
division of working memory into broad functions does not mean there are distinct
brain locations corresponding to these different working memory processes. Never-
theless, recent neuroimaging research has found activation of distinct brain regions
during different working memory activities. For example, the results of Hedden and
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Yoon’s (2006) study indicate that verbal, visuospatial, and executive working mem-
ory are each associated with distinct brain regions. Other neurological investigations
(e.g., Prabhakaran et al., 2000) have also found evidence of separate neural circuitry
for verbal and visuospatial subcomponents. In addition, several neuropsychological
case studies of patients with acquired brain injury have established a large degree of
independence in the brain mechanisms underlying Baddeley’s original three compo-
nents (reviewed in Gathercole & Baddeley, 1993). The research supports these con-
clusions about the neuroanatomy of working memory (see Table 2.1): (a) the
phonological loop is located in the temporal lobes of the left hemisphere; (b) visuo-
spatial memory is situated in the right hemisphere; and (c) central executive activities
are primarily associated with the dorsolateral prefrontal cortex (Pickering & Gather-
cole, 2001b). The reader is referred to Berninger and Richards (2002) or Hale and
Fiorello (2004) for explanations of brain anatomy terms used in this section.

Depending on the working memory task, several brain regions may be activated
simultaneously, including locations in the frontal, parietal, and temporal lobes. Many
studies (reviewed by Cowan, 2005) have shown the coactivation of frontal and poste-
rior systems during working memory storage and processing. While the frontal lobes
may allocate resources, the parietal areas are involved in further processing, and the
perceptual processing areas are involved in the retention of modality-specific infor-
mation (Cowan, 2005). Cowan (1995) suggested that the frontal lobes keep active

Table 2.1 Brain Regions with Reported Activation During Working Memory Processes

Working Memory Process Hemisphere Cortical Areas

Phonological Left

Storage Left Posterior parietal

Inferior parietal

Brodmann’s area 40

Supramarginal gyrus

Rehearsal Left Broca’s area

Anterior temporal frontal

Visuospatial Right Premotor cortex

Occipital

Inferior frontal

Visual Right Occipital

Spatial Right Parietal

Episodic Left/Right Left hippocampus

Right middle temporal

Executive Bilateral Dorsolateral prefrontal

Anterior cingulated
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the appropriate neural systems in other parts of the brain so as to maintain represen-
tation of the stimuli. These studies have also demonstrated that the prefrontal cortex
prolongs posterior activation, including activation of long-term memory storage
areas. This evidence indicates that working memory processing is not confined to the
frontal lobes, and it also lends further support to the belief that long-term memory
and working memory are highly interactive. From a neurological perspective, ca-
pacity might be an indication of how many brain areas the frontal lobes can simulta-
neously involve in working memory processing.

Despite wide-spread activation during working memory tasks, neuroimaging of
short-term memory tasks (storage-only tasks) reveals brain activation primarily in
areas related to the content of the material (Prabhakaran et al., 2000). Accordingly,
verbal short-term storage is generally associated with left-hemisphere functioning,
whereas visuospatial storage is generally associated with right-hemisphere function-
ing. Posterior activations are material related, with specific areas in parietal and tem-
poral regions involved either in verbal or spatial working memory; for example, the
right-hemisphere premotor cortex is activated for visuospatial material (Smith &
Jonides, 1997). Thus, the different activation sites reflect the neural separation of
short-term storage for verbal versus visuospatial information, as well as the neural
separation of executive processes from the domain-specific subsystems.

To a lesser degree, the prefrontal regions are also involved with retention and proc-
essing of visuospatial and verbal material. The left prefrontal region (Broca’s area) is
activated when verbal material is being processed. In contrast, the right prefrontal
region processes both verbal and visuospatial information (Prabhakaran et al., 2000).
However, activation of the prefrontal cortex is more likely to occur when both verbal
and visuospatial information are being processed. Hence, complex working memory
activities (storage-plus-processing tasks) reveal content-specific activation but also ac-
tivation of the dorsolateral prefrontal cortex and anterior cingulate (Fiez, 1996;
Jonides et al., 1998). These latter two brain regions are also the sites of executive
attention, fluid reasoning, and general intelligence (Kane & Engle, 2002).

Phonological Loop Evidence

Neuropsychological evidence (Baddeley, 1986, 1996a) is most clear-cut for the pho-
nological loop. Neuroimaging indicates that the phonological loop and its rehearsal
processes operate at a relatively deep, central level. According to Baddeley (2003b),
phonological loop activity is associated with left-hemisphere activation, with Brod-
mann’s area 40 associated with phonological storage and Broca’s area associated with
subvocal rehearsal. Gathercole et al. (2004) describe it somewhat differently. Phono-
logical storage is served by a neural circuit in the left hemisphere spanning inferior
parietal areas, and rehearsal is associated with anterior temporal frontal areas. Baldo
and Dronkers (2006) recently reported that the supramarginal gyrus subserves the
phonological store while Broca’s area subserves articulatory rehearsal. Despite the
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somewhat different mapping, there is clearly neurological evidence supporting the
division of the phonological loop into a passive storage component and a rehearsal
component.

Visuospatial Sketchpad Evidence

Neuroimaging studies indicate that visuospatial working memory is principally, but
not entirely, localized in the right hemisphere of the brain (Baddeley, 2003b), espe-
cially in the occipital and inferior frontal areas. Neuroimaging studies have also pro-
vided strong indications of separate neural systems serving the two visuospatial
subcomponents of storage and rehearsal (Smith & Jonides, 1997). There is also evi-
dence that the visuospatial sketchpad can be divided into visual and spatial compo-
nents, with the visual component located in the occipital lobes, whereas the spatial
component is more parietally based.

Central Executive Evidence and the Role of the Prefrontal Cortex

The functioning of core working memory processes, namely executive processes, are
thought to reside in the prefrontal cortex (Engle, Kane, & Tuholski, 1999). Recent
neuropsychological investigations have focused on the role of the frontal lobes in
controlling working memory (see Kane & Engle, 2002, for a review). According to
Kane and Engle (2002), the dorsolateral prefrontal cortex is responsible for resisting
interference from a secondary processing task while trying to sustain information that
is the focus of attention. Dorsolateral prefrontal activation is also observed whenever
updating, shifting, and refreshing are needed, such as when engaged in dual-task per-
formance (D’Esposito et al., 1995). Moreover, the prefrontal areas seem to have a
special role in integrating different types of information in working memory, such as
when retaining both verbal and visual-spatial information about a stimulus. As the
demands on working memory increase, there is greater activation in the prefrontal
cortex (Prabhakaran et al., 2000).

Despite these encouraging findings, brain-mapping of executive working memory
will continue to be a challenge because the executive functions cannot be imple-
mented by a single unitary brain network (Linden, 2007). Furthermore, the prefron-
tal cortex is a structurally and functionally heterogeneous brain region. Some
neuroimaging studies reveal considerable variability across individuals in the distribu-
tion of activated regions during executive working memory tasks, with no specific
frontal region predominant (D’Esposito et al., 1995). Perhaps this variability reflects
the use of differing strategies to perform an executive processing task, or it could arise
from differences in how demanding the task is for individuals. Also, the prefrontal
cortex is not the only part of the brain involved in executive working memory func-
tions (Baddeley, 1996b).

After an extensive review of the literature on the role of the prefrontal cortex in
working memory capacity, Kane and Engle (2002) came to the following conclu-
sions: (a) the evidence consistently underscores the role of the dorsolateral prefrontal
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cortex (dPFC) in executive working memory; (b) normal individual differences in
working memory capacity are mediated by individual differences in the dPFC; (c)
the dPFC is a necessary but insufficient structure for working memory functions—
other neurological structures are also necessary; (d) the primary role of the dPFC is
to actively maintain information in the presence of interference by blocking distrac-
tions and irrelevant information; (e) the neuroanatomic evidence supports a hierarch-
ical view of working memory, with distinct working memory systems in the posterior
regions networked to the dPFC; and (f ) working memory capacity predicts other
tasks that demand executive attention.

It has also been discovered that the same prefrontal regions are active during
both working memory and long-term memory tasks (Ranganath, Johnson, &
D’Esposito, 2003), lending support to the claim that the same executive processes
located in the prefrontal regions support both working memory and long-term
memory task performance. This finding does not negate the position that there
are distinct working memory and long-term memory systems. Rather, it indicates
that the same executive component processes are recruited during different goal-
directed memory activities.

Episodic Buffer Evidence

In addition to neurological evidence for the phonological, visuospatial, and executive
components of Baddeley’s theory, there has also been support for episodic working
memory. Prabhakaran et al. (2000) found evidence of a buffer that allows for the
temporary retention of integrated information. Rudner, Fransson, Ingvar, Nyberg,
and Ronnberg (2007) recently collected neuroimaging data supporting the existence
of episodic buffer processing. In addition to engagement of the left hippocampus,
posterior regions—including the right middle temporal lobe—are involved during
episodic processing. Consistent with the fractionation of the episodic buffer from
executive working memory processing, only a minor role was played by regions
known to perform executive functions.

Additional Findings

The bulk of neuropsychological investigations have been based on Baddeley’s
working memory framework. Consequently, neuroimaging studies of working
memory have provided only preliminary evidence for models other than Baddeley’s.
For example, Cowan’s model has been supported by studies that have found a
possible distinction between the focus of attention and a region of direct access
(Rypma & D’Esposito, 1999). Working memory also depends on neurochemical
balance in the brain. Dopamine is an important neurotransmitter that is known
to regulate cell activity associated with working memory (Goldman-Rakic, 1992). A
deficiency in dopamine in the prefrontal cortex can impair working memory
performance.
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The Controversy Over Working Memory Capacity

Although there is consensus that even normal working memory capacity is very lim-
ited and that all components of working memory are capacity limited, the exact na-
ture of the constraints and the actual amount of working memory capacity remain
very controversial. Cognitive psychologists and others specializing in working mem-
ory research have yet to reach agreement on how we retain information while occu-
pied with processing other information. The main controversy over capacity centers
on whether there is a single overall system capacity (a pool of resources from which all
components and processes draw) or a separate capacity for each subsystem. The
resource-sharing theory postulates that there is a trade-off between processing and
storage, causing memory span to decline and processing to slow as more resources
are allocated to demanding tasks. The separate-resources hypothesis says there
are distinct resources that are only minimally affected by the overall demands on
working memory. In part, the controversy stems from different conceptions of the
working memory construct and of its processes and subcomponents. Many questions
remain unanswered: (a) does a simple measure of memory span represent working
memory capacity; (b) do the subcomponents, such as the phonological loop, each
have a separate store that is unaffected by working memory processing; (c) is there a
total capacity consisting of processes and stores added together; and (d) is capacity set
by the limits of attention? The terminology and specifics vary depending on theoret-
ical perspective, but at the heart of the controversy is the debate over shared resources
versus separate resources.

Shared Resources: The General Capacity Hypothesis

Many working memory models represent working memory as a unitary, limited-
capacity system where processing and storage demands compete for a limited, com-
mon pool of resources. Essentially, the shared-resources position, known as the gen-
eral capacity hypothesis (Engle, Cantor, & Carullo, 1992), promotes the view that
working memory (and short-term memory) performance is supported by shared re-
sources that are flexibly divided between processing and storage. The gist of the hy-
pothesis is that there is moment-to-moment trade-off between resources allocated for
storage and resources allocated for processing, with processing demands receiving pri-
ority. When the processing demands of the task are high, less capacity will be avail-
able to meet storage requirements (Daneman & Carpenter, 1980), resulting in a
decrement in short-term memory span (the main measure of capacity). The resource
pool has a total capacity limit, which the combination of all engaged processes and
activated buffers may not exceed. Executive control, which consumes some capacity
itself, is thought to flexibly and automatically allocate resources from the common
pool. As one process or buffer ‘‘demands’’ more resources, fewer are available for
other components and processes. When the demands of the task are high, such as
trying to solve a complex mental arithmetic problem, capacity cannot meet demand
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and working memory becomes overloaded. The result is information loss, an inabil-
ity to complete the task, or, at the very least, slower processing. Studies supportive of
the general capacity hypothesis (Engle et al., 1992) have usually found that increased
demands on working memory slow down processing and decrease short-term mem-
ory spans. In typical cognitive activities, the difficulty of the processing task is inversely
related to memory span. Performance may be further impaired when the processing
task has its own competing storage demands (Towse, Hitch, & Hutton, 2002).

Memory researchers who advance the general capacity hypothesis assume that
working memory is a general-purpose system that can perform multiple functions,
but unfortunately has a limited ability to perform different cognitive activities simul-
taneously (Towse, Hitch, & Hutton, 1998). These researchers also presume that
working memory is domain general instead of task specific; for example, there is not
a specific set of working memory processes for reading and another set for math. The
same working memory processes and structures function across a diverse range of
mental activities (Seigneuric et al., 2000). These general capacity assumptions lead to
the conclusion that an individual’s working memory capacity is a relatively stable
characteristic that is not dependent on specific task demands or processing efficiency
for a particular task (Engle et al., 1992; Turner & Engle, 1989). Therefore, the same
resources are used to support working memory storage and processing activities, re-
gardless of the nature of the task or the type of domain or modality (Gathercole &
Pickering, 2000a).

Among proponents of the general capacity hypothesis, there is debate over the ex-
act nature of the resources and the distribution process. Some researchers (Conlin,
Gathercole, & Adams, 2005; Towse & Hitch, 1995) argue that the efficiency of task
switching determines general capacity. That is, individuals are incapable of simulta-
neously storing and processing information. Consequently, they must continually
and rapidly switch back and forth between storage and processing. During the storage
phase they are rehearsing the material to prevent decay, and during the processing
phase the items in storage are neglected. According to this perspective, span reduction
results from limited, disrupted, infrequent, or too-late rehearsal opportunities. Advo-
cates for the shared resources position emphasize that the limited resource is primar-
ily general purpose attention. From this perspective, attention-demanding processes
reduce the proportion of time that can be allocated to storage (Barrouillet et al.,
2007). Those who adhere to the notion that there is a shared common resource also
tend to view the resource as constant throughout childhood, attributing improved
performance to increased processing efficiency (Case, Kurland, & Goldberg, 1982).
According to this developmental account, more efficient processing releases addition-
al resources for short-term storage, thereby increasing memory span.

Separate Resources Hypothesis

In contrast to the position that working memory has limited resources that are shared
between storage and processing, some cognitive psychologists (e.g., Halford, Wilson,
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& Phillips, 2001) postulate that there are separate capacity limits for storage (short-
term memory components) and processing (the central executive). Storage limits are
determined by the number of chunks that can be retained, and processing is limited
by the number of ideas that can be operated on. This claim is in accord with the
beliefs that storage and processing demands are quite different; therefore, different
types of resources are required. From this viewpoint, the capacity of the central exec-
utive determines the rate of information processing, whereas short-term memory
span reflects the storage capacity of the phonological loop or visuospatial sketchpad
(Baddeley, 1990). Furthermore, each component of working memory is thought to
possess its own pool of resources, with storage resources distinct from processing re-
sources, implying that the central executive has its own storage capability. In essence,
the separate resources position makes the case that short-term storage components,
such as the phonological loop, have their own capacity limitations, which are distinct
from working memory capacity.

The preponderance of empirical evidence supports the separate resources hypoth-
esis. As expressed by Towse, Hitch, and Hutton (1998), ‘‘Storage is independent of
concurrent processing load, and processing performance is independent of concur-
rent storage load. The relationship between processing and storage arises because the
time spent in processing affects the amount of forgetting that accrues’’ (p. 219). They
concluded that there is no support for resource-sharing models, given that the major-
ity of studies have found no disruptive effect of concurrent storage load on processing
operations. Also, there are numerous examples (reviewed by Oberauer, 2002) of
short-term retention being unimpaired by concurrent secondary processing tasks.
Moreover, the amount of storage seems unaffected by the degree of processing; even
in demanding dual-task experimental designs, participants typically perform well on
both storage and processing (Seigneuric et al., 2000). In instances where there is a
decrement in storage (Duff & Logie, 2001), it is not the substantial drop predicted
by the common resource model. Finally, factor-analytic studies of working memory
(reviewed by Richardson, 1996b) consistently identify multiple working memory fac-
tors, a strong indication of separate capacities. Overall, contemporary research has
pretty well established that working memory capacity is not limited to a common
pool of general resources.

Efficiency Theories

The specific processing hypothesis posits that working memory capacity is task specific—
that is, processing efficiency, not storage capacity, is the real determinant of individual
differences in working memory (Daneman & Tardiff, 1987). For example, phonolog-
ical loop span is dependent on the efficiency of phonological processing. More broadly,
the efficiency with which people process language determines verbal working memory
capacity. According to this hypothesis, originally proposed by Daneman and Carpenter
(1980), working memory capacity will vary, depending on the task and the individual’s
processing proficiency at that task. For instance, individuals who display working
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memory deficiencies during reading may demonstrate perfectly normal working mem-
ory capacity for arithmetic. As task expertise, efficiency, and automaticity increase, the
greater the apparent working memory capacity (Daneman & Carpenter). Despite the
intuitive appeal of this hypothesis, direct empirical support for it is equivocal. Perhaps
the best support for the hypothesis is the fact that experts appear to have much greater
working memory capacity than novices (Ericsson & Kintsch, 1995).

A related alternative is the general processing hypothesis, which postulates that gen-
eral processing efficiency determines working memory performance. Recent research
(reviewed by Bayliss, Jarrold, Baddeley, Gunn, & Leigh, 2005) has reported convinc-
ing evidence that the capacity of working memory depends heavily on general proc-
essing efficiency. This hypothesis is consistent with the general capacity hypothesis in
that the more efficiently the processing systems work, the more resources remain for
temporary storage. The effective use of strategies may promote general processing
efficiency. For instance, there is ample evidence (McNamara & Scott, 2001; Turley-
Ames & Whitfield, 2003) that individuals with high working memory spans are
more strategic than those with low spans.

Long-Term Memory Activation Theories

As discussed previously in this chapter, Cowan (2005), Engle (1996), and others view
working memory as intimately connected with long-term memory. According to
these theories, working memory capacity is essentially limited by attentional capacity
combined with long-term memory activation capacity. Cowan proposed that about
four activated long-term representations could be the focus of attention at any one
point in time. When too much information is in an activated state, processing slows
down. Thus, the rate of information processing is determined by how many long-
term representations are currently activated (Richardson, 1996b). From this perspec-
tive, the amount of information that is currently active may be greater than indicated
by the length of short-term memory span—that is, memory span may not provide an
accurate appraisal of total working memory capacity (Richardson, 1996b).

As explained by Engle (1996), the contents of working memory consist of both
temporary units and currently activated permanent units from long-term declarative
memory. Accordingly, individual differences in working memory capacity are deter-
mined primarily by how much long-term information individuals can activate at one
time. Activation and the spread of activation usually occur automatically without
conscious effort. Thus, working memory capacity is essentially the number of ideas
or units of information from long-term storage that can be held and manipulated
simultaneously. This is in contrast to the traditional view that working memory ca-
pacity is essentially limited by short-term memory span. A similar perspective of
higher level working memory capacity has been offered by Pascual-Leone (2001), a
neo-Piagetian, who believes the essence of working memory capacity is the number
of separate cognitive schemas that can be operated on simultaneously. Pascual-Leone
contends that active schemas require mental energy and the amount of energy
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available increases during development. Thus, the number of schemas that can be
maintained and manipulated concurrently increases during development.

A logical prediction that arises from the preeminence of long-term memory activa-
tion is that differences in working memory capacity are determined by how well in-
dividuals can activate and retrieve long-term information. When Engle (1996) tested
this prediction, he found that differences in activation do not entirely account for
differences in working memory capacity. In fact, amount of activation, especially au-
tomatic activation, does not differ much across individuals. What differs more is the
amount of information that can be activated and retrieved during controlled, inten-
tional processing. Engle attributed this finding to individual differences in inhibition
or attentional resources—similar to the model proposed by Hasher and Zacks
(1988), which stresses the ability to inhibit irrelevant information.

Attention and Inhibition

While most theorists focus on the allocation of working memory resources to proc-
essing and storage activities (Hitch, Towse, & Hutton, 2001), some take the position
that capacity is really about controlled, sustained attention in the presence of interfer-
ence or distraction (Conway & Engle, 1996). From this alternative perspective, loss
of information from working memory is not entirely due to decay; rather, it is pri-
marily due to interference and the disruption of attention (Nelson & Goodmon,
2003). In other words, working memory performance does not depend on the size of
short-term span or on general processing efficiency. Instead, it depends on the ability
to maintain focus on content that matches the goals of the current task (Hasher &
Zachs, 1988). Therefore, controlled attention accounts for measured capacity. Spe-
cifically, selective attention allows relevant information to enter working memory
while it inhibits irrelevant information, including information that was relevant just
a moment ago. If irrelevant or marginally relevant information is selected or retained
after it is useful, interference results. Interference slows down processing, reduces
span, and diminishes encoding and retrieval efficiency. The irrelevant information
can originate externally or be internally generated, such as when inappropriate long-
term memory representations are activated. When inhibitory processes are deficient,
such as in the elderly or those with Attention-Deficit/Hyperactivity Disorder
(ADHD), there is increased distractibility and a consequent reduction in working
memory performance that is independent of the individual’s working memory capa-
bilities. On the other hand, inhibition efficiency may be a consequence of capacity
constraints—that is, individuals with limited working memory capacity may not have
enough resources to suppress irrelevant information (Cantor & Engle, 1993).

The Processing Speed and Task Duration Hypotheses

Cognitive processing speed is another hypothesis that has been advanced to explain
the relationship between processing and storage capacity and how forgetting occurs.
Research has confirmed a linear relationship between working memory capacity and
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processing speed: as duration increases, span decreases. One explanation for the rela-
tionship is that faster processing speed allows quicker, more efficient completion
of working memory tasks, thereby allowing more resources for storage (Towse,
Hitch, & Hutton, 1998). An alternative, more parsimonious explanation is simply
that items decay and are forgotten because of the extended retention interval created
by slow processing. Thus, working memory span is a function of the total task-
processing time. Furthermore, decay seems to be purely a function of duration, as
difficulty and complexity of the processing task seem unrelated. Hitch, Towse, and
Hutton (2001) documented the effect of task-completion time on retention. Because
processing speed affects task-completion time, it influences working memory span
indirectly by mediating the time period over which memory items may be forgotten
(Bayliss et al., 2003). The longer it takes to complete a working memory processing
task, the more items in short-term storage are forgotten. Nevertheless, neither proc-
essing speed nor time-based forgetting provides a complete account of working mem-
ory limitations.

Measurement of Capacity

Some of the arguments over working memory capacity might be eliminated if the
measurement of working memory was more consistent and refined (see Chapter 6
for an in-depth discussion of measurement challenges). For example, working mem-
ory spans usually measure a combination (Leather & Henry, 1994) of domain-free
(common resources) and domain-specific (separate resources) processes. To compli-
cate matters further, general working memory capacity entails more than the auditory
sequential recall of a list, the most common form of working memory measure. Spans
and other operationalizations of capacity are only isolated snapshots of overall work-
ing memory capacity. For instance, we have no experimental paradigms or commer-
cially available measures that isolate executive control functions, the core of working
memory. Then there is the issue of experimental or test paradigms versus real-world
performance. Tested span is usually sequential, but how often in daily life must an
exact sequence be recalled? And to say that an individual can only retain or process a
few words or items of information at a time is misleading. For example, during con-
versation we seldom have verbatim recall but we usually can comprehend and main-
tain several ideas over an extended period of time. Furthermore, many investigators
believe that working memory capacity must be far greater than indicated by short-
term memory span. How else could we account for our ability to maintain the sub-
goals and products of complex working memory operations, such as mental arith-
metic, until the cognitive operation is complete?

Memory Span

The popular conception of short-term memory span began with Miller’s (1956) clas-
sic article on the The Magical Number Seven, Plus or Minus Two. Miller, whose article
was based more on speculation than empirical evidence, was referring to the
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immediate verbatim recall of auditory chunks of information, not separate stimuli
such as discrete words. A chunk is defined as a memorable group of items that results
from pairing or combining discrete pieces of information, such as creating a set from
two or three adjacent words. The composition and size of a chunk varies depending
on the individual’s strategies, expertise, and age. Yet, instead of measuring the num-
ber of chunks, we typically count the number of individual items that are recalled.
Thus, from the beginning of working memory research we have probably inflated the
estimate of fundamental short-term and working memory capacity (Verhaeghen et
al., 2004). This is ironic, given that Miller (1956) was referring to the number of
chunks, not individual items.

At seven chunks (plus or minus two), the estimate of verbal working memory span
is probably too large. The estimate was derived from the forward digit span of healthy
adults. In testing situations, most adults will use a repetition or chunking strategy to
extend their digit span. However, in daily, ongoing working memory processing,
how often do we have the luxury of dealing only with discrete items like digits that
we have time to chunk or rehearse? Thus, a more realistic estimate of working mem-
ory span is to use backward digit span, for which the typical adult span is four to five
digits, or visuospatial span, which is typically three to four chunks.

In line with this proposal, Cowan (2005) recently proposed a working memory
span of three to five chunks, when the grouping or chunking of the stimulus items is
known. Based on numerous studies, Cowan argues for the ‘‘magic number four’’ as a
working memory constant. Nonetheless, Cowan’s magic number four may only ap-
ply when there is interference or when subvocal rehearsal and other strategies are pre-
vented. In situations where the individual is using strategic processes to maximize
retention, or in a situation where there is not a concurrent processing task, four
chunks may be an underestimate. Cowan is not the only memory researcher to ques-
tion the seven-chunk standard. Gobet and Clarkson (2004) contend that most theo-
ries have overestimated the number of chunks that can be maintained in working
memory. They argue that the real number may be closer to two, that the capacity of
short-term and working memory is really less than we thought, or that we have been
underestimating the size of chunks. Oberauer (2002) has taken the discussion a step
further by suggesting that working memory typically processes only one chunk of
information at a time.

Retention Intervals

In addition to limits on the amount of information that can be retained and processed,
working memory is constrained by elapsed time. One of the earliest claims in work-
ing memory research was that verbal memory traces quickly fade or decay, in as little
as 2 seconds (Baddeley, 1986). It has also been suggested frequently that the typical
retention interval for unrehearsed information is about 7 seconds. A popular miscon-
ception about short-term memory is that it lasts for minutes or hours. Despite the
assumptions, there has been very little research that has identified a specific interval,
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probably because of confounds that are introduced by strategies or long-term retrieval.
Despite the lack of quantification, we can assume that most information that enters
short-term memory is highly degraded within 7 to 15 seconds and completely erased
from the short-term store within 20 to 30 seconds (Cowan, 2005; Richardson,
1996b). Of course, the variable that most confounds determination of the modal
interval is rehearsal and manipulation; as long as information is being acted upon, the
retention interval can be extended indefinitely.

What appears to be a verbal item limit may actually be a temporal limit. Bad-
deley (1986) found that individuals can recall about as much as they can articu-
late, or repeat, in about 2 seconds. This early finding explains why we can recall
more short words than long words. The finding also implies that verbal short-
term memory persists for only 2 seconds unless it is maintained through covert
articulatory rehearsal. While subvocal rehearsal extends the interval between pre-
sentation and recall, it does not necessarily extend the number of items that can
be recalled. This occurs because the phonological loop is only about 2 seconds in
duration; even with repetition, we might forget items outside the 2-second loop.
Also, rehearsal itself is displacing other incoming items. However, these findings
may apply more to simple phonological short-term memory than broader verbal
working memory capacity. Through the assistance of more elaborate strategies,
such as chunking, and the activation of related long-term memory structures,
adults can typically recall a sequence of more than a few words, especially when
the words form a sentence.

Whatever the length of the modal short-term retention interval, there is clearly
an inverse relationship between length of interval and length of span. Longer in-
tervals undoubtedly constrict the span (Bayliss et al., 2003). Short-term memory’s
restricted interval even limits the amount of information that can be rehearsed.
Longer words extend both the stimulus presentation interval and the response in-
terval to the point where decay will occur simply as a function of time. It appears
that extending the duration of the retention interval probably accounts for most
of the reduced span performance in complex working memory tasks (Conlin
et al., 2005). Nevertheless, it is difficult to find direct evidence of decay strictly as
a function of elapsed time (Cowan, 2005). Equivocal results have led some re-
searchers (e.g., Nairne, 2002) to maintain that span capacity rather than time in-
terval is the main factor in forgetting.

Distinguishing between short-term memory capacity and working memory ca-
pacity may clarify some of the discrepancies found across studies. Without rehearsal,
passive retention in phonological short-term memory may be as little as 2 seconds.
With rehearsal this interval can be extended, and with chunking the number of items
can be increased. That is why it is important to assess different types of working
memory capacity and to use measures that prevent strategies or take strategies into
account.
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Conclusions Regarding Capacity

There is now a general consensus among working memory theorists that no single
factor determines complex working memory capacity and performance. To begin
with, there are most likely separate resources, with separate limits for storage and
processing, while at the same time some shared general resources. The degree to
which resources are shared may be less significant than the hard fact that separate and
combined resources are extremely limited. Furthermore, other cognitive factors
clearly impact capacity. The ability to control attention and inhibit interference, as
well as processing speed and the extent of long-term memory activation, all play a
role. Finally, the influence of strategies and processing efficiency is acknowledged but
largely undetermined. Clearly, working memory potential is not realized without the
application of strategies, and most individuals recognize the effectiveness of strategies,
as they normally rehearse without being prompted to do so (Cowan et al., 1998).
Perhaps we will never be able to determine whether poor performance is due to real
capacity limitations or insufficient use of strategies that allow for more retention and
processing of material.

Although we often bemoan our working memory limitations, there may be adap-
tive benefits from the normal restricted capacity. One advantage of limited storage is
that it prevents proactive interference by constantly removing previously encountered
but no longer relevant information (Cowan, 2005). Imagine the outcomes for our
prehistoric hunting ancestors if their behavior had been dominated by no-longer-
relevant information instead of the immediate cues and information in an ever-
changing environment. Capacity limits may be the necessary price of avoiding too
much interference. Without working memory limitations it might be more difficult
to process any information in sufficient depth. Moreover, the working memory sys-
tem might be uncontrollable were it not limited to about four items at a time. Even
the lower working memory capacity of young children may be advantageous, given
that their attentional control is less well developed than that of older children.

Despite consensus on some aspects, the controversy over the nature and extent of
working memory capacity is far from settled. Whether we shall ultimately determine
the prototypical working memory span and processing capacity is primarily the con-
cern of scientists. Without quantifying the exact capacity, the limitations of working
memory are something that every educator, psychologist, and nearly every cognizant
human being is well aware of. On countless occasions, we are overwhelmed by trying
to handle too much information in too short an interval. So, in daily functioning and
in a learning environment, the specific causes of our limitations may not be that im-
portant. What matters is that we, and those who are imparting information to us,
know how to reduce the overload or manage it as effectively as possible, so that cog-
nitive processing goals are accomplished and more information is encoded into long-
term storage.
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An Integrated Model of Working
Memory

N
early a half-century of research on working memory has significantly increased
our understanding of memory, learning, and cognitive functioning. Especially
in the past 20 years there has been substantial progress in working memory

research, measurement, applications, and interventions. However, the recent progress
also illuminates just how much we do not know about working memory. Regardless
of which theory, and its supporting research, you examine, none of the working
memory models seems to paint a complete picture, especially one that is fully appli-
cable to academic learning. These inadequacies not only create measurement chal-
lenges but also provide little clear direction for interventions. From this author’s
perspective, these are the main concerns about current working memory models:

1. There are no clear boundaries between working memory and short-term mem-
ory. Many researchers use the terms interchangeably, implying that short-term
and working memory are equivalent. Others claim that one type of memory is
subsumed by the other.

2. Working memory models that emphasize interaction with short-term memory
have not fully conceptualized the interaction of working memory with long-
term memory, largely ignoring the influence of long-term memory on working
memory capacity and performance.

3. Contemporary researchers who emphasize the interaction of working memory
with long-term memory tend to ignore the role of working memory in short-
term memory. Moreover, while these models explicate activation and retrieval,
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they are often remiss in describing how working memory encodes information
into long-term memory.

4. Baddeley’s episodic buffer emphasizes additions to episodic memory while
omitting an explanation of how working memory modifies schemas in semantic
memory.

5. Outside of working memory’s reliance on short- and long-term memory stores,
there is general disagreement about the form and extent of the temporary stor-
age capability of working memory itself.

6. Some psychologists have so broadened the concept of working memory as to
make it nearly meaningless. They have equated working memory with nearly all
conscious cognitive processing, including executive processing, reasoning, atten-
tion, linguistic processing, and even general intelligence. Broad definitions of
working memory such as ‘‘mental workspace’’ and ‘‘processing while trying to
retain information’’ do little to refine the construct.

7. Some theorists classify all working memory functions as executive functions and
vaguely refer to the actual nonexecutive processes conducted by working memory.
There is a need to distinguish between working memory and executive func-
tioning, as well as to delineate the specific nonexecutive operations working
memory performs.

8. For models that emphasize the limitations of short-term and working memory,
the estimated capacities of the storage systems are too small to account for all
types of complex learning, comprehension, and cognitive performance in which
much more information is processed and retrieved.

The Structure of the Integrated Model

Traditional theories have developed memory models that place short-term memory
within working memory (Baddeley, 2003b; Daneman & Carpenter, 1980), whereas
recently published models have included long-term memory functions and representa-
tions within working memory (Cowan, 2005) or have placed the locus of working
memory within long-term memory (Ericsson & Kintsch, 1995). In the integrated
model of working memory proposed here (see Fig. 3.1), short-term memory, working
memory, and long-term memory are all distinct and independent types of memory.
Working memory, which is often the interface between the two storage systems, works
both with units temporarily retained in short-term memory and with activated perma-
nent units from long-term memory. At any one point in time, the focus of working
memory might be material from short-term storage, elements from long-term storage,
or a combination of the two. Without assistance from working memory, short-term
memory can automatically encode information into long-term memory, and long-term
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memory can automatically activate and retrieve information. Information storage in
both short- and long-term memory is passive, in that most information is directly
encoded or retrieved without any manipulation or conscious processing.

Because both short- and long-term memory can function independently and auto-
matically, neither should be considered a subsystem of working memory. Nonethe-
less, as previously stated, working memory works with material held in both stores.
The work involves some type of effortful manipulation designed to more effectively
utilize the available information. Although some of working memory’s functions can
be considered managerial or supervisory, it is misleading to consider short- or long-
term memory as subsidiary systems. Likewise, working memory should not be con-
sidered a subsystem of either short- or long-term memory. To use an analogy, execu-
tive functions periodically manage and supervise every cognitive function; however,
we do not consider every cognitive process to be nothing more than a subsystem of
executive processing. The notion of three separate memory systems is supported by
research showing a weak correlation between the capacity of short-term auditory
memory and the capacity of the working memory central executive (Pennington
et al., 1996; Swanson, 1994). Furthermore, there is a consensus among psychologists
that short-term memory, working memory, and long-term memory are separable
memory systems. Unfortunately, current measurement instruments often obscure the
distinctions, as two or more different types of memory are often tapped by the same
task (see Chapter 6 for a full discussion of measurement challenges).

Under the integrated model, working memory is more closely linked with long-
term memory than with short-term memory. Consistent with several contemporary
American models of working memory, the priorities for working memory are the
activation, retrieval, maintenance, encoding, and restructuring of information drawn
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FIGURE 3.1 Integrated model of working memory.
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from long-term storage. From this perspective, working memory continues to inter-
act with short-term memory but more of its resources are devoted to interaction with
long-term memory. Perhaps this is why information is so easily lost from short-term
storage and why short-term storage suffers somewhat when heavy demands (requiring
more utilization of long-term representations) are placed on working memory. More
importantly, a closer connection with long-term memory explains why we demon-
strate a greater real-world working-memory capacity than can be accounted for by
short-term memory measures of working memory, such as digit span. Given the like-
lihood that working memory is more interactive with and dependent on long-term
memory, estimates of working memory capacity should not be based solely on short-
term memory measures. For example, Anderson (1983) found that working memory
can sometimes contain over 20 active long-term units at a time. The close connection
with long-term memory might also explain working memory’s strong relationships
with complex processing and academic learning. The integrated model’s emphasis on
the interaction between long-term memory and working memory is consistent with
the views of several contemporary psychologists who specialize in working memory
research (e.g., Cowan, 2005; see Chapter 2 for more details).

Short-Term Memory Components and Functioning

Short-term memory, defined as the passive storage of verbal and visuospatial infor-
mation, can bypass working memory and automatically encode information into
long-term memory, as well as automatically activate long-term memory representa-
tions. Short-term memory structures and processes are limited to those that are pas-
sive, instantaneous, and fairly automatic. In this integrated model, short-term
memory components consist of phonological short-term memory and visuospatial
short-term memory, as described in Baddeley’s model, but without the conscious re-
hearsal aspects that are the responsibility of working memory. Rehearsal or refresh-
ment processes that do not reach awareness or require effortful strategies are within
the realm of short-term memory. An example of automated rehearsal is the rereading
of a word. Although the lines between short-term and working memory have been
somewhat obscured by many advocates of the working memory construct, the main
distinction between the two is that working memory primarily involves active, con-
scious processing of information, whereas short-term memory consists only of passive
storage along with automated subconscious processes. Another distinction is that
short-term memory is modality (phonological and visuospatial) specific and working
memory is less so. Factor analysis of memory functioning has revealed that short-
term memory and working memory operate fairly independent of one another
(Engle, Tuholski, et al., 1999; Swanson & Howell, 2001). Factor analysis of memory
tests also has supported the distinction between short-term memory and working
memory (Passolunghi & Siegel, 2004). The separation of short-term and working
memory means that working memory must have some temporary storage capacity of
its own, a concept that is consistent with the separate resources hypothesis (see
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Chapter 2 for details). In summary, simple, passive, and automated short-term mem-
ory tasks can be accomplished without supervision from working memory and with-
out tapping working memory resources.

Interaction with Long-Term Memory

Similarly, long-term memory is mainly a passive storehouse of information; its inde-
pendent functions primarily consist of automated processes. For example, when read-
ing orally we automatically retrieve known words and convert them directly into a
response without the involvement of working memory. The traditional information
processing model promoted the idea that short-term memory information must pass
through working memory in order to activate relevant long-term memory representa-
tions. This conventional wisdom now seems outmoded. It appears that much of the
long-term content in working memory is brought into working memory as a result of
automatic activation, initiated directly by short-term memory contents. Logie (1996)
insists that working memory only becomes involved with processing information after
long-term memory schemas have been activated and brought into working memory.

Working memory capacity and functioning is effected by the knowledge and skill
base in long-term memory. As knowledge and skills become firmly entrenched in
long-term memory, less processing is required of working memory, as automated re-
sponses and procedures occur. From this perspective, long-term memory assists work-
ing memory, assuming normal long-term retrieval speed. When automated
activation, retrieval, and processing are insufficient for the task, working memory ini-
tiates and conducts effortful searches that deliberately retrieve information for active
restructuring and encoding. One of the primary roles of working memory is to work
on selected long-term memory units. Working memory works on all types of long-
term memory structures and content, but in a learning situation, working memory is
primarily operating on semantic memory structures, the details of which are sug-
gested under the Working Memory Operations section later in this chapter.

In addition to being readily accessible for working memory processing and
prompting automated responses and procedures, long-term memory representations
may directly enhance short-term and working memory spans. When information en-
ters short-term memory, short-term memory immediately encodes the items for
long-term storage while simultaneously activating related long-term information. In
turn, long-term memory immediately, automatically, and subconsciously sends cues
to short-term memory that can be used to reconstruct partially decayed information,
thereby extending short-term memory span (Nairne, 2002). This interaction explains
why we are able to remember some information for longer than a few seconds.

Activated Long-Term Memory Units

During complex cognitive processing, most of the contents of working memory con-
sist of long-term memory representations that have recently been activated or re-
trieved. In addition to the several units (probably around four) that working memory
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can process simultaneously, there is large pool of activated long-term memory items
and structures (located within long-term memory) to which working memory has
immediate access. This immediately available pool adds tremendously to total work-
ing memory capacity. The pool includes more than individual items when entire
schemas and other working memory structures are activated. The activated units fa-
cilitate on-line processing, as well as conscious long-term encoding, and may even
enhance short-term retrieval. For example, short-term recall of words is greater than
that for nonwords, most likely because the nonwords are not available in long-term
storage. The capacity of the activated pool is unknown, especially given that there
may be varying degrees of activation. Nevertheless, the pool has limitations and
the items it contains are constantly changing. Keeping the number of items selected
from the pool manageable is one of working memory’s functions. It does this by
suppressing irrelevant memory items and structures while focusing on the informa-
tion necessary for accomplishing the immediate goal. The addition of a pool of acti-
vated long-term memory units to the working memory construct, as well as
prioritizing interaction with long-term memory, has several implications for educa-
tion and interventions (see Chapter 9).

Several models (see Chapter 2) of working memory have investigated and validated
the concept of an activated long-term memory pool that supports working memory
operations. However, Baddeley (2000) continues to promote the idea of an episodic
buffer in lieu of a long-term activated pool. Although the functions Baddeley ascribes
to the episodic buffer are indisputably working memory operations, the idea of a
buffer implies brief retention and periodic complete loss of information, whereas a
large pool of activated items allows for greater capacity and ongoing activation. It
seems there is no need for a buffer between working memory and long-term memory
because the operations attributed to the buffer are core working memory functions,
which are referred to as working memory operations in the integrated model.

Separating Executive Processing from Working Memory

From this author’s perspective, general executive processes and working memory proc-
esses need to be disentangled, and there also needs to be a distinction between working
memory functions that are executive in nature and those that are regular working
memory operations. All information processing models include an executive processing
system that monitors and controls other cognitive functions. Thus, working memory is
only one of the cognitive processes controlled by a broader and higher level executive
processing system. Much has been written about the importance and functioning of
executive processing (e.g., Dawson & Guare, 2004), apart from its management of
working memory. Yet some working memory theorists (e.g., Baddeley, 1996b) give
the impression that the central executive of working memory and broad executive
processing are the same construct, or, at the very least, some theorists provide us with
little guidance on demarcation. Combining working memory and executive processes
makes it difficult to establish the construct validity of working memory. Furthermore,
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maintaining the separation between working memory and general executive processing
narrows the responsibilities of working memory and keeps the emphasis on working
with the contents of memory. Failure to distinguish between broad executive process-
ing and working memory creates measurement and diagnostic challenges and does
little to enhance our understanding of disorders. For example, some theorists (e.g.,
Engle, 2002) place the executive management of attention within the working memory
system. Yet there are many aspects of attention, such as arousal or inhibiting a behav-
ioral response, that need not be under the purview of working memory. Despite the
advantages of distinguishing between the two systems, executive processes do perform
some hierarchical functions that assist working memory processing, such as coordinat-
ing working memory with other higher level cognitive processes.

Essentially, what Baddeley (1986) describes as the central executive is working
memory itself. In fact, when most researchers refer to working memory, they are
equating it with the central executive. Baddeley’s labeling gives the impression that
working memory functions are nothing more than executive in nature. In his model,
the modality-based short-term memory stores are controlled by the central executive.
Some memory researchers have disputed this claim. Goldman-Rakic (1995) argues
that there is no need to postulate a central executive unit within working memory.
She believes each short-term memory domain can perform its functions without
executive management. Even if one grants the assumption that working memory has
supervisory responsibility over short-term memory components, why should working
memory’s work with memory contents, such as modifying a schema, be considered
an executive function? Nonetheless, working memory performs some functions that
can be classified as executive control functions, such as inhibiting irrelevant informa-
tion from long-term memory (see Chapter 2 for detailed discussion).

Some working memory operations are dependent on management from the broader
executive processing system, such as a conscious decision to employ a particular
memory strategy. Successful working memory functioning in the integrated model
also depends on automatic executive control processes embedded within the working
memory system—in particular, the ability to constantly shift the focus of attention
while inhibiting irrelevant information. Inhibition of interference seems to be the
central control function of working memory and one of the foundations of working
memory capacity (Kane & Engle, 2002). For example, individuals with low working
memory spans are more susceptible than those with high spans to interference from
long-term memory. Inhibition, which ensures the maintenance of the most relevant
information, usually occurs subconsciously. Perhaps level of awareness is one way to
distinguish between higher level executive processes and those ongoing within work-
ing memory. Ongoing executive working memory control processes, such as shifting,
are mostly automated and operate below the level of awareness. In contrast, working
memory management processes brought into consciousness tend to elicit assistance
from higher level executive management, which resides outside the working memory
system. For instance, working memory operations automatically facilitate reading
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comprehension while relying on unconscious control functions embedded within
working memory until a comprehension failure occurs, at which point the broader
executive processing system is enlisted in a effort to solve the comprehension prob-
lem. Another perspective on the difference between working memory operations and
higher level executive processes is that the distinction is similar to that made between
cognition and metacognition (see Metacognitive section in Chapter 9).

In conclusion, it seems helpful to distinguish between executive controls that come
from the higher level executive system and those specific management responsibilities
located within working memory. Or perhaps it would be helpful to consider the con-
trol aspects of working memory as a subset of broader executive functions. Under-
standing the interplay between a higher level executive system and a working
memory system that performs some executive functions of its own helps us to better
understand and remediate working memory deficiencies. For example, some individ-
uals, such as those with the hyperactive and impulsive subtype of ADHD, may dem-
onstrate significant problems with broad executive processes but may possess normal
functioning within working memory. Finally, portraying working memory as noth-
ing more than storage and executive functions results in an incomplete depiction of
working memory.

Working Memory Operations

Very little of what is written about working memory directly addresses nonexecutive
working memory processes. Experimental and neuropsychological research has em-
phasized executive processes, such as inhibition, while ignoring how working memo-
ry actually operates on memory contents, even though most of working memory’s
processing of information might be considered nonexecutive. In many theories, the
working memory executive component is an all-inclusive component, within which
basic working memory functions have usually been referred to simply as processing.
Even Baddeley (2000) recognizes this problem, which is why he recently fractionated
episodic memory from the central executive. Thus, an account of the actual work
conducted by working memory seems underdeveloped and poorly delineated in most
models. Consequently, this author believes it is helpful to separate the work of work-
ing memory from its executive functions. In the integrated model, nonexecutive
functions are referred to as working memory operations.

Working memory operations consist of several processes that utilize contents se-
lected from both short- and long-term storage to accomplish a mental or behavioral
goal. In general, these operations consist of some type of manipulation or transforma-
tion of information, including: (a) encoding information into long-term memory,
such as encoding information semantically; (b) associating new information with ex-
isting long-term representations; (c) transforming information, such as verbal recod-
ing of visually perceived material; (d) completing multistep computations; (e)
holding the subproducts of computational procedures until the final product is
reached; (f ) conducting a conscious, directed search for information stored in long-term
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memory; (g) creating new memory representations; (h) chunking related items into
groups or categories; and (i) any other procedures or strategies that involve manipulation
of memory items or recombination of memory items. Encoding can be divided into two
types: basic encoding and complex encoding. Basic encoding is defined as the conversion
of perceptual input into a code suitable for short- or long-term storage, such as conver-
sion of auditory stimuli into a phonological code. Complex encoding is defined as the
process of associating meaningful information with related schemas in long-term storage.

Working memory operations are both conscious and unconscious. Working memory
theories and research have focused mainly on reportable, conscious functioning. How-
ever, we must acknowledge that a myriad of unconscious specialized operations carry
out detailed working memory functions (Baars & Franklin, 2003). Working memory
functions are able to operate below the level of consciousness because they have become
automated. Unconscious, automated processing is crucial to successful working memory
performance because it is believed that automated processing does not draw on the
measurable capacity of working memory. Automated processes operating below the level
of awareness tend to be readily accessible, being called into consciousness whenever ef-
fortful processing is required. Operations that were once conscious but became uncon-
scious as their function became automated are the most accessible. When working
memory operations are brought into awareness, executive processes within and outside
of working memory are usually called into play simultaneously.

In conclusion, the working memory operations component involves active process-
ing of information, such as the transformation, manipulation, and restructuring of
information from short- and long-term memory. The working memory operations
component is where current goal-driven activity, short-term memory, and long-term
memory interface. Baddeley’s episodic component fits within working memory oper-
ations, as does Cowan’s focus of attention. Working memory operations are controlled
by two levels of executive processes but are not executive processes in and of them-
selves. Nevertheless, the theoretical and research emphasis has been on executive
processes, such as how working memory selects information from different sources
and keeps the focus on the most relevant information. Unfortunately, there has been
less theoretical development of other core working memory functions, such as com-
plex encoding. Perhaps one reason the research has been relatively silent on the spe-
cific operational processes involved in working memory is that there is a multiplicity
of contributions from several other cognitive processes, such as phonological process-
ing and fluid reasoning.

Definition of Working Memory

Working memory is customarily defined in a broad manner, such as the retention of
information while processing the same or other information. It has also been de-
scribed as an information processing workspace or a gateway between short-term and
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long-term memory. However, if the construct of working memory is to remain use-
ful, it is important to maintain a narrow definition that can be operationalized for
measurement and intervention purposes. In this text, working memory is defined as
the management, manipulation, and transformation of information drawn from
short-term and long-term memory. At its core, working memory consists of processes
that work with material from short- and long-term working memory. Of course,
most of our mental processing involves working with the contents of short- and
long-term memory. Nonetheless, all mental processing should not be considered
working memory. It is important to continue to differentiate between working mem-
ory and other related processes, such as executive, linguistic, phonological, reasoning,
planning, and visuospatial. Working memory is not about the temporary or long-
term storage of information; those are short-term and long-term memory functions.
Rather, working memory is a cognitive process whose primary function is to facilitate
and enhance the capacity of encoding, storage, and retrieval functions that are essen-
tial for learning and higher level processing of information.

Until research and measurement tools allow us to further delineate working mem-
ory processes, it might be safest to define working memory as what simple and com-
plex working memory span tests measure. This somewhat circular definition is not an
attempt to evade the challenge of delimiting the construct. The reality is that our
understanding of working memory is built mainly on attempts to measure it. Fur-
thermore, the ‘‘relationships’’ between working memory and academic learning are
actually correlations between working memory test scores and measures of academic
performance. Thus, the demands of the testing tasks inform us about the nature of
the cognitive process we are attempting to measure. An additional problem is that
most contemporary measures of working memory also incorporate what is most
likely short- and long-term memory functions.

Descriptions of Memory Components

Phonological Short-Term Memory is a passive short-term memory subcomponent that
briefly stores speech-based information in phonological form. Phonological short-
term memory continually receives information from auditory sensory stores and au-
tomatically activates related items held in long-term storage, such as phonologically
similar items. In essence, phonological short-term memory is identical to Baddeley’s
phonological loop except that subvocal rehearsal is not always a function of phono-
logical short-term memory. Specifically, conscious, directed rehearsal efforts are ac-
tive processes that fall under executive working memory. However, processing
occurring below the level of awareness, such as automated rehearsal, is under the pur-
view of phonological short-term memory.

Visuospatial Short-Term Memory is another passive short-term memory subcompo-
nent that briefly stores visual (object and color) and spatial (location and direction)
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information. Visuospatial information is refreshed automatically and continually as
objects in the environment change and as the focus of attention changes.

Verbal Working Memory consists of complex working memory operations in which
analysis, manipulation, and transformation of verbal material takes place. One of the
primary functions of verbal working memory is to extract a meaningful representa-
tion that corresponds to the phonological information taken in by phonological
short-term memory (Crain et al., 1990). Verbal working memory incorporates items
from both short- and long-term working memory, including activated long-term
memory items and structures. In essence, verbal working memory involves processing
of verbal information that either is in current short-term storage or has been retrieved
recently from long-term storage. In contrast to phonological short-term memory,
verbal working memory is viewed as higher level, meaning-based processing, whereas
phonological short-term memory is simple, passive processing, more phonologically
based. For measurement purposes, verbal working memory sometimes includes pho-
nological short-term memory (see Chapter 6 for details).

Visuospatial Working Memory, another aspect of working memory operations, com-
bines visuospatial information held in both short- and long-term working memory.
For example, visuospatial working memory is involved whenever images are being
manipulated. The main distinction between the short-term memory and working
memory aspects is that visuospatial short-term memory requires only passive retention
of information, whereas with visuospatial working memory, a processing component
is added, such as reversing the sequence of objects or transforming the information.
When a secondary processing task introduces interference, executive working memory
will become involved. Until recently, visuospatial working memory was seldom ac-
knowledged as a separable working memory component, most likely because there
were few efforts to measure and study it. For a review of empirical support for visuo-
spatial working memory, see Alloway, Gathercole, and Pickering (2006).

Executive Working Memory is distinct from broad executive processes in that it is
restricted to the management of memory systems. It is similar to Baddeley’s central
executive in that it involves coordinating interaction between memory subsystems
and inhibiting irrelevant memory items. In particular, executive working memory is
involved whenever tasks require the coordination of storage and processing. Execu-
tive working memory also enacts strategies that extend short-term memory span and
guide retrieval of information stored in long-term memory. Executive working mem-
ory is not domain specific and does not itself have any storage capacity; working
memory storage capacity is provided by the working memory operations component.

Long-Term Retrieval, as used in this text, refers to conscious, directed searches for
specific information held in long-term memory. From this perspective, long-term
retrieval is a working memory function (not a long-term memory function) that can
be considered a component of working memory for assessment and intervention pur-
poses. Excluded from this working memory component is automated long-term re-
trieval that occurs instantly and subconsciously. This type of retrieval is excluded
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because it does not require any involvement or resources from working memory.
Effortful long-term retrieval occurs whenever specific information is demanded of
the individual. It is also involved during learning activities in which information is
repeatedly encoded and retrieved.

Working Memory Operations consists of all the working memory functions of a
nonexecutive nature, including manipulating, encoding, transforming, recoding, and
retrieving information. Working memory operations modify and transform items
drawn from short- and long-term storage. For example, working memory operations
modify long-term memory structures before they are returned to storage. Working
memory operations also have limited storage capacity, which is typically used to hold
information until the processing of that information is complete. For measurement
purposes, working memory operations are divided into verbal working memory and
visuospatial working memory.

Activated Long-Term Memory is a large pool of recently activated long-term memo-
ry items and structures to which working memory has quick access. Many of the
units in the pool are automatically activated by short-term memory.

Capacity of Working Memory Operations

In the integrated model of working memory, capacity, while still limited, may be greater
than indicated by span measures. For example, we routinely accomplish working mem-
ory feats that go beyond predictions based on memory spans of only a few items. Incor-
porating an activated pool of long-term memory items greatly expands the amount of
information available to working memory at any one point in time. Despite the readily
accessible pool of information from long-term memory, the working memory opera-
tions component has limited capacity. Consistent with Cowan’s embedded process
model, the integrated model of working memory adheres to the hypothesis that working
memory operations are limited to the simultaneous processing of approximately four
units of information. However, the size of the units or chunks may vary, depending on
the content and the individual’s level of expertise. Perhaps the whole question of quanti-
fying span or capacity is a moot issue. At best, a measure such as backward digit span
provides only a superficial assessment of working memory capacity. Furthermore, the
number of discrete items that can be stored in short-term memory is less important than
the processing capacity of working memory. Maybe what matters most is the ability to
maintain relevant information in an active, quickly retrievable state.

Efficiency and Strategies

It is also proposed here that the ultimate capacity of an individual’s working memory
is partially determined by how effectively the individual utilizes his or her innate
capacity. For example, the development of expertise in a particular knowledge or
skill area will enhance working memory performance by increasing the size of the
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memory chunks that are manipulated. Practicing procedures until they are thor-
oughly mastered will allow them to be performed automatically without drawing on
working memory resources, consequently improving working memory performance
during tasks involving those procedures. Acquiring effective memory strategies (see
Chapter 9) will also enhance working memory performance.

Measurement Implications

Any discussion of working memory capacity is marred by poor control over con-
founding variables. Nearly all research designs and assessment tools fail to discrimi-
nate among the contributions of short-term memory, long-term memory, general
executive processes, and working memory; usually, they are all lumped together as
working memory. For example, complex span procedures require retrieval of informa-
tion from long-term memory, meaning the predictive power of complex working
memory span procedures is directly influenced by activated and available information
in long-term memory. Moreover, the application of the integrated model increases
the complexity of assessment and interpretation of results from existing measures.
For example, verbal working memory capacity is not determined by short-term
memory span alone. Until measurement procedures are refined, selective testing and
informed clinical judgment will be necessary.

Educational Intervention Implications

One of the implications of the integrated model is that interventions for working
memory deficits should include methods that are usually considered long-term mem-
ory interventions. For example, providing learners with effective and appropriate re-
trieval cues should reduce working memory differences. Strengthening peripheral
systems, such as broad executive processing, may also enhance working memory per-
formance. Overall, the teaching and application of effective memory strategies and
mnemonics will allow individuals to more fully utilize their working memory capaci-
ties (see Chapter 9).

Caveat

The various components of the integrated model proposed here are not original; all
of them have been proposed and researched previously. Rather, this integrated model
is an attempt to pull together the commonalities among existing models and to ad-
dress all aspects of working memory functioning related to academic learning. It is
also an attempt to provide a more complete model by addressing the full extent of
working memory’s involvement with both short- and long-term memory, with an
emphasis on the interaction between long-term memory and working memory.
Nonetheless, the model is somewhat speculative and is not intended as a guide for
future research. The integrated model is proposed because of the perceived need for
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an applied model of working memory that allows educators and psychologists to bet-
ter understand the functioning of working memory and its impact on learning and
daily functioning. Hopefully, such a model will lend itself to practical clinical assess-
ment and to the design and implementation of interventions that can facilitate learn-
ing when working memory deficiencies exist.

Key Points

Whenever possible, the remainder of this text will associate information and recom-
mended practices with the integrated model. Consequently, the reader may find this
review of the key points helpful:

1. Short-term memory, working memory, and long-term memory are all distinct
and independent forms of memory.

2. Working memory is more interactive with long-term memory than with short-
term memory. During complex cognitive processing, most of the contents of
working memory consist of long-term memory representations that recently
have been activated or retrieved.

3. Short-term memory structures and processes are limited to those that are pas-
sive, instantaneous, and fairly automatic. Conscious rehearsal aspects are the
responsibility of working memory.

4. The working memory operations component has some temporary storage
capacity of its own.

5. Much of the content in working memory and in the activated long-term pool is
the result of automatic activation, initiated by short-term memory.

6. Working memory initiates and conducts effortful long-term memory searches
that deliberately retrieve information for active restructuring and encoding.

7. Working memory is only one of the cognitive processes controlled by a broader
and higher level executive processing system.

8. There is a distinction between broader, higher level executive processes and the
specific memory-management responsibilities embedded within working
memory.

9. Executive working memory and working memory operations can be differenti-
ated. Working memory operations include active processing of information,
such as the transformation, manipulation, and restructuring of information
from short-term and long-term memory. Executive working memory includes
direct manipulation of content in other memory systems, such as inhibiting
irrelevant information or enacting a rehearsal strategy.
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Working Memory Development
and Related Cognitive Processes

R
udimentary forms of short-term and working memory are probably in place
early in infancy. In object-permanence studies, infants begin to search for hid-
den objects as early as 4 to 8 months of age (Brainerd, 1978). Later in infancy,

children begin to imitate speech sounds, a behavior that necessarily requires phono-
logical short-term memory. By age 4, normal children demonstrate functioning of
diverse working memory components. At 16 years of age, adult levels of working
memory performance are pretty much established. Working memory development
means more than growth in span and capacity. As development proceeds, children
become more accurate, can process information more quickly, can handle more in-
formation at a time, can deal with more complex information, can process informa-
tion in a more automatized manner, and can increasingly use strategies. The major
change that occurs during development is not so much an increase in capacity but
rather increases in operating efficiency and speed, as well as increased use of strategies
(Gathercole & Baddeley, 1993). Deploying strategies changes how goals are accom-
plished and how tasks are approached and managed. As individuals develop, strategy
use becomes more frequent, consistent, and sophisticated.

When working memory fails to unfold normally, the consequences can be pro-
found. Educators are coming to the realization that one of the primary causes of
learning disabilities may be deficits in one or more aspects of working memory (see
Chapter 5 for a discussion of learning disabilities). Furthermore, scientific inquiries
have discovered working memory deficits in many developmental, cognitive, behav-
ioral, and mental disorders. The pervasive influence of working memory on so many
diverse cognitive functions can mean only one thing—working memory is the linch-
pin of cognitive processing. Working memory has a hierarchical relationship with
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some processes and more of a peer relationship with others. Sometimes, working
memory is so interwoven with another cognitive function that it is difficult to dis-
criminate between the two. Accordingly, the development of working memory pro-
ceeds in conjunction with other related cognitive processes, such as executive
functioning, which is one reason why working memory span continues to grow into
adolescence.

Development of Working Memory Capacity

Developmentally, verbal short-term and working memory spans increase two- to
three-fold between the ages of 4 and 16, with more gradual improvement after age 8
(Gathercole, 1999). At age 4, the typical child can recall an average of three digits in
order. By 12 years of age, the span has doubled to about six digits, and by 16, digit
span has plateaued at 7 to 8 digits (Hulme & Mackenzie, 1992). Although the func-
tioning of each dimension differs from that of adults, separable working memory
components appear to be present in children as young as 4 years of age (Hitch,
1990). Using the Working Memory Test Battery for Children (see Chapter 8),
Gathercole, Pickering, Ambridge, and Wearing (2004) have determined that Badde-
ley’s tripartite working memory structure is basically in place by age 6. From 6 on-
ward, there is no evidence of any significant change in structure; the working
memory subsystems of childhood closely resemble those of adulthood.

Although the working memory functioning of children and adults is generally
equivalent in terms of structure and processes, there are some notable differences. In
general, young children seem to depend more heavily on phonological short-term
memory than do adults. In particular, the phonological features of words are more
influential in children’s processing, whereas adults rely more on semantic associa-
tions, as indicated by the finding that phonological similarity and nonwords are less
disruptive to adult functioning (Conlin & Gathercole, 2006). Over the course of
development, the strength of the relationships among components varies, the func-
tioning and interaction of the components evolve, and individuals learn to utilize
components in different ways. In early childhood, the three Baddeley components
are relatively independent, but as executive functions of working memory mature,
there is a greater degree of interdependence between the functioning of the executive
and the short-term components. For example, in the Gathercole et al. (2004) study,
the correlation between the central executive and phonological short-term memory
increased from .73 at age 6 to .90 or greater for 10- to 15-year-olds. The growing
interdependence is probably a function of more executive coordination, as well as
increased strategy use. Moreover, growth in related processes and the acquisition of
skills alter the nature of working memory functioning. For instance, the requirements
of the task at hand and one’s expertise at performing the task also affect how diverse
working memory functions are tapped.
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In early childhood, working memory may consist of little more than short-term
memory processes. From preschool on, developmental increases in short-term mem-
ory span and working memory capacity appear to be interrelated. For example, both
simple span (which measures passive storage) and complex span (which measures
storage while processing) expand throughout childhood. Moreover, the growth of
short-term memory span seems to be at least partially dependent on increases in the
overall capacity of working memory. As working memory processes become faster
and more efficient, more resources are available for short-term storage (Case et al.,
1982). When processing activities take longer to complete, the result is lower short-
term spans, probably because items to be remembered cannot be refreshed before
they decay (Barrouillet & Camos, 2001). On the other hand, limitations in short-
term span can constrain the development of working memory (Bayliss, Jarrold,
Baddeley, Gunn, & Leigh, 2005). The evolving relationship between short-term
memory and working memory is apparent from the changing relations each has with
overall cognitive ability. In childhood, phonological short-term memory plays a
greater role in cognitive functioning than it will later in life. Although phonological
short-term memory span is a significant predictor of general cognitive ability in child-
hood, it is not a reliable predictor in adolescence and adulthood (Hutton & Towse,
2001), when working memory has the stronger relation.

Whereas some theorists presume actual changes in working memory capacity (e.g.,
Riggs et al., 2006), many researchers contend that storage capacity remains constant
throughout childhood (Case et al., 1982; Hulme & Mackenzie, 1992). The majority
attribute the growth in memory span to the better utilization of available capacity
that results from improved efficiency and greater use of strategies. Some theorists
argue that the development of related cognitive processes, such as increases in pro-
cessing speed, account for most of the improved efficiency (Henry & Millar, 1993),
whereas others cling to the traditional position that the bulk of memory span expan-
sion results from faster speech rate, which in turn allows faster subvocal rehearsal.
Regardless of one’s position on capacity, most psychologists agree that increased use
of sophisticated control processes and strategies can only enhance the operating effi-
ciency of working memory. See Chapter 2 for more on the conflicting theories of
capacity.

Phonological Short-Term Memory Span

In most children, phonological short-term memory appears to be firmly established
by 3 years of age (see Chapter 2 for more information on phonological short-term
memory). At 4 years of age, the typical child can remember two or three words in
sequence. However, the more consequential occurrence at age 4 is the emergence of
subvocal rehearsal, an attribute of phonological short-term memory. Evidence for
articulatory rehearsal comes from studies that discovered 4-year-old children are sen-
sitive to phonemic similarity and word-length effects (Gathercole & Adams, 1993).
The rudimentary subvocal rehearsal at this age is a precursor of the more deliberate
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and strategic rehearsal procedures that develop around 7 years of age (Gathercole &
Pickering, 2000a). Although phonological short-term memory is basically passive
storage, increased subvocal rehearsal is thought to at least partially account for growth
in span (Conway et al., 2002).

Despite extensive research, the actual mechanisms involved in phonological short-
term retention and retrieval are not entirely understood, especially those that account
for the growth in memory span. The traditional explanation for growth in phonolog-
ical short-term memory span is that age-related improvements in span depend pri-
marily on increases in speech rate (Hulme & Mackenzie, 1992). Increases in
articulation rates during childhood are assumed to enhance the effectiveness of sub-
vocal rehearsal processes and hence reduce the decay of memory items in the phono-
logical store prior to output (Swanson & Howell, 2001). While the retention interval
of phonological short-term memory (as little as 2 seconds) is thought to remain con-
stant during development and aging, the number of items retained increases as more
words can be rehearsed in the same amount of time. Faster articulation during oral
recall also reduces the total retention interval, meaning that more words can be re-
called before they decay (Henry & Millar, 1993). Consistent with these explanations
is the finding that speech disordered children have lower short-term memory spans
(Raine et al., 1991).

However, some contemporary investigators (e.g., Leonard et al., 2007) propose
that phonological short-term memory span is not solely determined by speech rate
and word length. There are several indications that a faster speech rate and subse-
quent increases in subvocal rehearsal speed do not entirely account for memory span:
(a) the number of words articulated within 2 seconds is usually less than the number
that can be recalled sequentially—for example, at age 10, speech rate is about three
words per second, whereas the average number of words recalled is about four; (b)
there is still a word-length effect (shorter words are easier to remember) even when
rehearsal is prevented; (c) the verbal short-term spans of preschool children grow
even before they have acquired subvocal rehearsal; (d) older experimental subjects
can retain sequential stimuli even when they are prevented from rehearsing; (e) most
individuals can remember verbal information well beyond the alleged 2-second decay
window; (f ) an individual’s memory span varies, depending on the material and
the individual’s level of expertise—for example, children with poorly developed
arithmetic skills have more difficulty recalling digits; and (g) improved speed of in-
formation processing may underlie the relationship between speech rate and memory
span. Processing speed also increases retrieval speed, which means words can be re-
called quicker, thereby allowing more words to be spoken before they decay (Case
et al., 1982).

Despite the challenges to the speech-rate hypothesis, other explanations for the
growth in span have also been found wanting. Realistically, growth in span is prob-
ably the outcome of several combined factors: increased processing speed, increased
speech rate, greater efficiency of working memory processes, attainment of expertise
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and automaticity, development of related cognitive processes, growth in knowledge
and skills, and the conscious application of strategies after age 7. In general, faster
processing speed (see the Processing Speed section later in this chapter) and increased
support from long-term memory are probably the main determinants. As processing
speed increases and the knowledge base in long-term memory expands, activation
and retrieval speed, sometimes referred to as item identification speed, increases. Thus,
as items enter short-term memory, long-term memory immediately identifies them.
The item identification speed hypothesis was proposed by Henry and Millar (1993).
Identification time is known to become more rapid with age, leaving more short-term
and working memory capacity free for remembering items. Because younger children
expend more effort simply identifying items in a span test, they have less residual
capacity for retaining them. Familiarity with the items is one factor that affects iden-
tification time.

Nairne (2002) is another skeptical researcher who has proposed an alternative to
the hypothesis that memory span grows as a result of increased speech rate and sub-
vocal rehearsal. To account for inconsistencies in the traditional models, Nairne pos-
tulates that short-term retrieval is similar to long-term retrieval in that it is cue
dependent. Evidence for cue-based short-term retrieval arises from studies in which
subjects have longer spans for words than nonwords. The implication is that cues are
immediately, automatically, and subconsciously attached when related long-term
memory representations are activated. The frequently reported phonemic similarity
effects do not disprove this hypothesis because the effectiveness of phonemically sim-
ilar cues could be diminished through proactive interference. It seems that Nairne is
proposing that growth in short-term span may be a consequence of learning. As long-
term memory representations develop, they enhance short-term span by cuing recall
of partially decayed items. Nairne suggests that the contents of short-term memory
are not direct information but rather activated cues that can be used to reconstruct
the information acquired only moments before. Accordingly, short-term forgetting
occurs when attached cues are not well matched to the target items.

Verbal Working Memory Span

Similar to the reasons given for short-term memory-span growth, the predominant
explanation for improved verbal working memory performance during development
is that working memory operations become faster and more efficient, leaving more
mental resources available for storage and reducing the time items are held in storage
before they are processed and retrieved (Case et al., 1982). Verbal working memory
span is shorter than phonological short-term span because the items must be retained
while a secondary processing task is completed. Verbal working memory span, which
is generally considered more complex than phonological short-term span, doubles in
size from two items in 5- to 7-year-olds to four items in 11- to 12-year-olds, at which
point it approximates adult levels (Cowan et al., 1999; Gathercole, 1999). The only
exception to this developmental progression is listening span, which shows constant
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improvement up to 16 years of age. The longer developmental period of listening
span is consistent with the later development of the frontal lobes, the brain region
associated with complex working memory. Given working memory capacity of only
a few items of sequenced verbal information, how do some individuals comprehend
sentences of considerable length and complexity? Perhaps well-established long-term
memory structures assist with retention and processing, compensating somewhat for
the storage limitations of working memory.

Visuospatial Working Memory Span

Four-year-old children can typically remember a sequence of two to three pictures
(Gathercole & Baddeley, 1993). Then the capacity of visuospatial working memory
doubles between the ages of 5 to 11, when span reaches an adult level of approxi-
mately four items (Riggs et al., 2006). Unlike phonological and verbal span, much of
the improvement seems to result from actual growth in capacity, rather than im-
proved system efficiency or use of strategies. As individuals mature, visuospatial
working memory becomes more closely associated with executive working memory.
Similarly, in adults, measures of verbal working memory and visuospatial short-term
memory share approximately 40% of their variance (Kane et al., 2004).

The most unique characteristic of visuospatial memory functions is that retention
and rehearsal of visuospatial information depends heavily on verbal working mem-
ory. It seems that nearly all humans naturally gravitate toward recoding visuospatial
information into verbal code. Visuospatial recoding emerges between the ages of 6 to
8 years, at about the same time children learn to read. Prior to recoding, children
must remember nonverbal information in visuospatial form. By the age of 10, indi-
viduals consistently recode visuospatial material into verbal information. The recod-
ing process capitalizes on the superior verbal storage systems most individuals possess,
and recoding is actually a form of rehearsal. When called on to recall visuospatial
information, the stored verbal code is used to reconstruct the images or spatial orien-
tation. The ability to use verbal working memory to encode and retain visuospatial
information contributes to the expansion in visuospatial working memory span. No-
tably, the ability to retain material in visuospatial form also increases during child-
hood. Moreover, tasks that involve retention of complex visuospatial information
place heavy demands on the executive (Gathercole & Baddeley, 1993). Interestingly,
the development of visuospatial recoding may mirror the development of executive
working memory (Palmer, 2000), thereby providing a window on the progression of
executive working memory capacity.

Executive Working Memory Development

Neuropsychological studies have documented that growth in executive working
memory, and in general working memory capacity, is related to prefrontal cortex
maturation (Kane & Engle, 2002). Hence, full development of the executive compo-
nent occurs later than that of the phonological, visuospatial, and verbal components.
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Inhibition of irrelevant information, one of the primary functions of executive work-
ing memory, has frequently been measured and provides a means of tracking execu-
tive development. Whereas 9-year-old children have considerable difficulty
preventing unrelated information from entering working memory, 14-year-olds have
much better developed inhibitory mechanisms (Swanson & Howell, 2001). Thus,
younger children may need more executive resources to inhibit or resist potential
interference from irrelevant items, leaving fewer executive resources for other tasks.
Efficient allocation of executive resources also depends on engagement of effective
executive strategies. Executive working memory develops until 16 to 17 years of age
(Luciana et al., 2005). In old age, the decline of the central executive seems to pre-
cede that of the other three components (Baddeley, 1986). As executive working
memory functions decline among older adults, susceptibility to interference increases
and working memory performance suffers (Hedden & Yoon, 2006).

Recent research (reviewed in Cowan, 2005) has demonstrated that the efficacy of
executive working memory processes is related to individual differences in working
memory capacity. Similarly, superior working memory performance depends
on proficient functioning of executive working memory processes. Executive pro-
cessing efficiency impacts the functioning and capacity of nearly all working memory
operations and makes more resources available for different types of storage. With
increasing age, executive working memory becomes more strongly associated with
verbal working memory and less connected with visuospatial functioning (Pickering
& Gathercole, 2001b). Also, phonological short-term memory is the least associ-
ated with executive working memory, as phonological capacity will increase
even without concomitant increases in executive working memory (Gathercole &
Baddeley, 1993).

Working Memory Strategies

Increased use of strategies, such as subvocal verbal rehearsal, chunking, and organiza-
tion, is also partially responsible for the apparent expansion in working memory
(Minear & Shah, 2006). Broad executive processing and strategy use develop and
increase with age, leading to more efficient functioning of cognitive resources in gen-
eral. Strategy use and working memory span are positively correlated; higher span
individuals are more likely to use strategies, such as chunking, imagery, and elabora-
tion (St. Clair-Thompson, 2007). Nevertheless, the predictive power of working
memory does not arise from strategy use. Nor does strategy use always speed up pro-
cessing. Implementing strategies that increase span may actually increase the amount
of time spent processing (St. Clair-Thompson).

Verbal Rehearsal Strategies

Rehearsal strategies can be applied in both short-term memory and working memory.
The debate over when rehearsal strategies emerge and their relative influence in part
results from a failure to distinguish between short-term memory rehearsal and
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working memory rehearsal strategies. From the perspective of this text, rehearsal in
short-term memory consists of a process that is subconscious and automated, usually
referred to as subvocal rehearsal. Subvocal rehearsal most likely develops from overt
speech, becoming internalized and automatized during early childhood. Conversely,
verbal rehearsal strategies in working memory need not be subvocal; rather, they tend
to be conscious and effortful, often consisting of more than simple serial repetition.
What working memory rehearsal shares with short-term memory rehearsal is the goal
of preserving the same verbal items. Working memory may actually have more ca-
pacity and opportunity for rehearsal (Hutton & Towse, 2001), resulting in the ability
to apply more sophisticated strategies. Regardless of where or how it takes place, ver-
bal rehearsal is essentially a serial repetitive process that allows information to be
maintained for a longer period of time (Gathercole, 1999), thus facilitating long-
term encoding.

Although many children begin using a simple rehearsal strategy around 5 years of
age, spontaneous rehearsal does not begin until age 7, and consistent use of verbal
rehearsal strategies may not occur until the age of 10 (Gill et al., 2003). The develop-
ment and increased use of verbal rehearsal strategies is thought to be at least partially
responsible for the sizable growth in memory capacity, especially for the increase in
span after 6 years of age (Gathercole et al., 2004; Minear & Shah, 2006). Children
with disabilities often fail to independently develop or utilize verbal rehearsal strat-
egies. Several studies have found explicit rehearsal training to significantly improve
the working memory performance of children, with and without disabilities
(Comblain, 1994; Conners, Rosenquist, & Taylor, 2001). Adults with low working
memory spans have also shown improvement after training in simple rote rehearsal
strategies (McNamara & Scott, 2001; Turley-Ames & Whitfield, 2003).

Despite their perceived importance, rehearsal strategies are not a panacea for work-
ing memory limitations. First, although there are strong indications that subvocal
rehearsal extends phonological short-term memory span, it appears to have less im-
pact on maintaining or increasing complex verbal working memory span (Engle
et al., 1992). Perhaps this is because subvocal rehearsal consists of phonetically based
encoding whereas higher level processing of information is semantically oriented.
Second, differences in the use of rehearsal only partially account for individual differ-
ences in working memory performance, and rehearsal training does not eliminate age
differences on working memory tasks (Hulme & Mackenzie, 1992). Third, some
researchers (e.g., Henry & Millar, 1993) dispute the claim that increases in rehearsal
are responsible for the increase in memory span with age.

Chunking

Although less is known about its developmental progression, the strategy of chunking
has also been hypothesized to contribute to the growth in memory span. Chunking,
the grouping or clustering of discrete items into larger units, appears to be a naturally
occurring process, much like blending phonemes into a word. Miller (1956) was the
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first to demonstrate that apparent memory span could be increased by grouping
items or units into chunks. Perhaps chunking explains why we can recall more infor-
mation than is indicated by the results of simple span tests. Although adults can typi-
cally remember a sequence of only five or six unrelated words, chunking allows them
to recall sentences of about 15 words. Chunking also accounts for the apparent ex-
tended working memory capacity of experts (Ericsson & Kintsch, 1995). Most of the
evidence for the influence of chunking comes from intervention studies that find
chunking to improve working memory performance (see Chapter 9). Chunking may
also enhance working memory performance indirectly, through enriching the organ-
izational structure of long-term memory (Richardson, 1996a).

Long-Term Memory

Because of the interwoven functioning of working memory and long-term memory,
an overview of long-term memory structure and functions is necessary. Long-term
memory is a complex storage system with several different types of storage distrib-
uted throughout the brain. Numerous classifications of long-term memory have
been proposed, including memory for faces and music, but the focus of this section
is on types of memory essential for academic learning. Although the same material
can be stored in multiple ways with multiple retrieval cues (Berninger & Richards,
2002), information is generally stored as visual images, verbal units, or both. Con-
sequently, long-term storage is generally partitioned into visual and auditory or ver-
bal memory. The retention and reconstruction of visual images are the main
characteristic of visual memory. Auditory and verbal memory are more complex,
with several subtypes.

Since the early decades of memory research, one camp of cognitive psychologists
has argued for a unitary theory of memory, maintaining that short-term and working
memory functions could both be accounted for by long-term memory processes and
storage. Other theorists have proposed that working memory is a subsystem of long-
term memory. Although both groups have been discredited, it now appears that they
were at least partially correct. Much of what appears to be working memory process-
ing may actually be originating from long-term memory (Logie, 1996). Instead of
information first passing into working memory and then long-term memory, the
flow may actually be the other way around (Logie). That is, incoming information
may automatically activate representations in long-term storage before working
memory initiates any transformation of that information. Nevertheless, as discussed
in Chapter 3, short-term and working memory are viewed as functionally distinct
from long-term memory. An abundance of laboratory research and neuropsycholog-
ical case studies support this conclusion. For instance, Baddeley (1986) cited evi-
dence indicating that short-term storage depends mostly on phonological coding,
whereas long-term storage relies heavily on semantic coding.
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Semantic Memory

In classic information processing theory the major categories of long-term memory
are semantic and episodic memory. Semantic memory, which is primarily a verbal
form of memory, includes all the general knowledge we possess. Semantic memory is
fundamental for academic learning, as it involves memory for facts, concepts, princi-
ples, and rules. Semantic memory is thought to be organized by categories, classifica-
tions, associations, and meaning—that is, items in the same category are more closely
linked with one another than are unrelated items. The meaning-based, organizational
structures are referred to as networks or schemas. For example, most people have a
schema for insects that includes the characteristics of insects, and their insect schema
will be closely connected with related schemas, such as the one for animals. Within
each schema there are subcategories; within the insect schema there might be a
grouping of insects that bite and insects that are beneficial. As learning occurs, sche-
mas are modified and connections between related schemas are strengthened. Cogni-
tive psychologists divide semantic memory into the two major classifications of
learning—declarative (factual knowledge) and procedural. Procedural memory is a
store of the steps required to complete various tasks; for example, a math algorithm
may be stored as procedural memory. Successful academic learning and performance
depend on a well-organized semantic memory for declarative and procedural
knowledge.

Episodic Memory

In contrast, episodic memory is primarily visual, autobiographical, and contextual;
it is focused on specific events or episodes. From an academic learning perspective,
episodic memory contains information that is associated with the particular time and
place information is learned (Leahey & Harris, 1989). For example, remembering
the name of your state’s capital is semantic memory; remembering that you first
learned this on a class trip to the state capital is episodic memory. Semantic and epi-
sodic memory are usually interrelated during formation and retrieval. For instance,
semantic memory may be acquired from a succession of episodes, and recalling epi-
sodic memories depends on semantic memory for the words themselves.

Explicit and Implicit Memory

Long-term memory is also divided between explicit and implicit. Explicit memories
consist of knowledge the individual is aware of and can consciously manipulate.
In contrast, individuals are not aware of the information stored in implicit memory or
the learning that brought it about. For example, prior exposure to visual stimuli has
been shown to facilitate rapid identification, and problem solving improves with re-
peated trials when individuals demonstrate little to no explicit learning (Reber &
Kotovsky, 1997). Like explicit learning, implicit learning is thought to depend on
working memory capacity.
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Encoding and Retention

Encoding is the process of creating enduring codes or representations for long-term
storage in the brain. All of the separate components of short-term and working mem-
ory systems encode information. Encoding seems to vary according to the type of
sensory input and the long-term store in which it is placed. Short-term memory
transforms sensory data into a representational code, such as a phonological code,
that can be efficiently stored in long-term memory (Torgesen, 1996). Encoding
handled by working memory tends to be meaning-based, and it usually occurs by
modifying relevant long-term representations that are fully activated (Swanson,
1992). Encoding can be automatic or effortful, with automatic encoding thought to
be more shallow and insufficient for the semantic coding required for academic learn-
ing. Elaborative rehearsal—associating meaning while rehearsing the information—is
a type of meaning-based encoding conducted by working memory. Those with high
working memory capacity spend more time encoding because they can keep more
information simultaneously activated (Kyllonen & Christal, 1990). If information
cannot be maintained temporarily, then it can not be registered in a longer-term
store. For example, new vocabulary cannot be stored directly in long-term memory.
Working memory must first create a representation of a new word that can interact
with existing related vocabulary so that storage of the new word is consistent with
current long-term organization, such as derivations of a root word being stored to-
gether. Meaning-based encoding may require more processing time and resources
but the result is efficient storage that facilitates retrieval.

The retention of information in long-term storage depends on a variety of factors.
First, total memory load determines how much will be retained; recall of information
is a decreasing function of how much needs to be remembered (Estes, 1999). Second,
it is assumed in all memory models that as duration of a retention interval increases,
the amount of information recognized or recalled decreases (often referred to as
decay). Third, loss of learning can result from changing the context between the
learning and the test or recall event. Fourth, information is sometimes encoded in a
manner that makes it difficult to store and retrieve, leading to apparent forgetting
(Leahey & Harris, 1989).

Activation and Retrieval Processes

Although retrieval models often describe a linear or sequential process, retrieval is a
complex process. The brain is capable of handling several retrieval procedures in paral-
lel at any given time. Despite its complexity, most of long-term activation and retrieval
is automatic and nearly instantaneous. When automated searching fails, conscious
retrieval efforts, directed by executive working memory, are enacted. Whether directed
or automated, the foundation of retrieval is subconscious activation. Given retrieval
cues, we select information and bring it into working memory after relevant represen-
tations have been automatically activated. If the wrong representation is activated and
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recognized as incorrect, automatic activation continues to spread to related concepts
until the search is complete (Leahey & Harris, 1989).

For the most part, long-term memory retrieval processes do not depend on
limited-capacity working memory (Conway & Engle, 1994). Only when there is a
retrieval failure, an error is detected, or the accuracy of the retrieved information
questioned is a controlled, effortful retrieval necessary. In directed long-term retrieval,
an individual consciously generates cues to guide the search and monitors the output
for goal completion. A controlled, strategic long-term memory search seems to be a
working memory function, as there is a significant relationship between working
memory span and directed retrieval from long-term memory. Compared to those
with low working memory spans, high-span individuals retrieve items more often and
more quickly, retrieve more items and clusters, and retrieve larger-sized clusters
(Rosen & Engle, 1997). Clearly, working memory capacity influences the effectiveness
of conscious long-term memory retrieval (Cantor & Engle, 1993). According to
Baddeley (1986), concurrent demands on working memory, such as maintaining
rehearsal, take precedence over retrieval. Hence, working memory capacity limitations
can have a detrimental impact on the long-term retrieval of existing associations and
representations (Barrouillet & Lepine, 2005). Individuals with severe working mem-
ory limitations may not possess enough capacity to conduct active searches, and their
searches may be more automatic and passive in nature, resulting in less output. When
working memory is deficient or overloaded, retrieval is less frequent, slower, and less
efficient, in part because there are fewer resources to devote to inhibiting irrelevant
and incorrect information. During retrieval, multiple competing memory traces
and structures are activated. Working memory considers these competing sources
of information, selects the most appropriate ones for the current task, and reduces
interference from irrelevant information by inhibiting it (Radvansky & Copeland,
2006).

Although working memory limitations constrain the efficiency and accuracy of
conscious long-term retrieval efforts, some individuals have deficiencies in automated
long-term retrieval itself. In extreme cases, their slow retrieval speed is observable.
For instance, it is well established that individuals with a mathematics disability have
difficulty automatically retrieving math facts from long-term storage. Exceptionally
slow retrieval speed is also associated with general learning problems and reading dis-
abilities. For example, difficulties with rapid automatic naming (RAN) are associated
with a basic reading skills disability. Thus, assessment of long-term retrieval should
be included in any comprehensive assessment of working memory.

Relationship with Short-Term Memory

There are several characteristics of long-term memory that distinguish it from short-
term memory: (a) long-term representations change slowly and incrementally after
repeated exposures to the same information, whereas short-term memory can instan-
taneously represent new information; (b) long-term memory is based on neuronal
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growth, whereas short-term memory consists of temporary electrical activation
(Hebb, 1949); and (c) long-term memory maintains long-term, relatively stable,
structured representations of the world, whereas short-term memories are less struc-
tured and less distinct (Brown & Hulme, 1996). These differences illustrate why
long-term memory must certainly make a contribution to short-term memory per-
formance. When information enters phonological short-term memory, related pho-
nological and semantic information is immediately and automatically activated.
When the individual is required to recall the information temporarily stored in
short-term memory, long-term memory enhances recall by drawing on the activated
phonological and semantic representations (Logie, 1996). This explains why memory
span is greater for words than nonwords (Gathercole & Martin, 1996). Long-term
memory also facilitates short-term recall in another way. According to Frick (1988),
each verbal item recalled must be re-recognized from the stream of information in the
phonological store. This re-recognition is aided by long-term memory representa-
tions. This process explains how partially decayed information can be recalled and
why those with normal memory span have more difficulty recalling rhyming than
nonrhyming words. In conclusion, the overlap between short-term and long-term
recognition and recall processes makes it difficult to identify which store is actually
being tapped by retrieval.

Relationship with Working Memory

Since long-term memory is basically a passive repository, most of the work of encod-
ing and retrieving information falls on working memory operations (Shiffrin, 1999).
The meaning-based encoding function of working memory is constantly required
during the initial stages of learning. Once an individual has acquired schemas and
other long-term representational structures, encoding of new conceptual information
amounts to little more than rearranging and adding the new information to already
existing schemas. Regarding retrieval, not only does stored knowledge automatically
reconstruct partially decayed short-term traces, but long-term representations are
consciously used by working memory to reconstruct larger units of information. This
process of reassembling information to be recalled is referred to as redintegration
(Turner, Henry, & Smith, 2000). By 6 years of age, it is apparent that children are
consciously using long-term knowledge to reconstruct partially decayed information,
a process thought to become more effective with further development (Gathercole,
1999).

In summary, working memory and long-term memory have reciprocal influences
on each other that are difficult to separate. At the very least, working memory and
long-term memory are very interactive. (More details on the interdependency of
working memory and long-term memory can be found in Chapters 2 and 3.) The
relationship is clearly bidirectional: Long-term knowledge is used to recall and en-
hance short-term and working memory representations; and working memory facili-
tates the building and retrieval of long-term structures.
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Expertise and Automatization

Expertise is thought to increase working memory capacity, not just expertise in a
particular domain, but also expertise at utilizing working memory resources. Exper-
tise in a content area allows the formation of larger chunks; for example, compared to
ordinary chess players, chess masters recall significantly larger chunks (Cowan, 2005).
Most individuals naturally develop expertise at operating their own working memory
systems by discovering and using effective strategies, such as subvocal rehearsal. Ex-
pertise with executive control processes, such as directing long-term memory
searches, is even more important. Similar to expertise at a skill, the outcome of in-
creased expertise at working memory processes is an increase in the size of the chunks
that can be simultaneously manipulated and retained.

When a task is overlearned to the point where it can be conducted without con-
scious processing, it is referred to as being automatized. For example, when a reader
becomes fluent at reading decoding, the process has become automatized. At this
level, tasks are controlled by established procedures stored in long-term memory,
thereby reducing the need for working memory involvement. Much of the apparent
expansion of working memory capacity is a function of expertise and automaticity.
Consequently, the improved efficiency of working memory depends on automatiza-
tion of skills and strategies. When a task becomes automatized, its performance re-
quires little assistance from working memory resources. (See Chapter 5 for a
discussion of the impact of automaticity on learning.)

Deficit Models

The perspective that educators and practitioners take on the development of working
memory capacity partly determines how they will view deficits. There are two main
contrasting viewpoints. The traditional deficit model assumes a neuropsychological
basis for poor performance. That is, there is a processing constraint that is viewed
as stable and manifested across a variety of tasks. The processing constraint is not
necessarily specific to working memory; it may originate with a function, such as
processing speed, that underlies working memory performance. In contrast, the pro-
cessing efficiency-deficit perspective assumes that the poorly performing individual is
not effectively utilizing his or her normal working memory capabilities. If processing
inefficiency underlies what are perceived as working memory impairments, then the
implications for educational intervention are different. That is, the constraints should
be modifiable (Swanson, 2000); for example, teaching the individual to use more
effective strategies should lead to improved working memory performance.

Some researchers, most notably Swanson (2000), have attempted to resolve this
dilemma, at least in regards to learning disabilities. Several investigations centered on
this issue led Swanson (2000) to conclude that the working memory deficits of
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individuals with learning disabilities reflect deficits in capacity, not efficiency. How-
ever, the most pragmatic view is that it depends on the individual. Given low work-
ing memory performance and related learning problems, it could be either a
processing deficit, a lack of efficiency, or both. The learner’s response to intervention
may provide further evidence as to causality. Those who respond well to intervention
presumably do not have an innate, stable deficit, but rather need to learn more effec-
tive strategies for utilizing their existing capacity. Those who do not respond to inter-
ventions most likely have a capacity deficit that cannot be ameliorated. Swanson
(2000) concluded that the working memory deficits of individuals with a reading
disability are resistant to improvement because the deficits are due to actual capacity
limitations in domain-general working memory. In cases where this is true, then in-
terventions need to focus on compensatory approaches (see Chapter 9).

At this point, it may be helpful to define deficit, contrast it with weakness, and
suggest a method of distinguishing between the two. In research, psychoeducational
evaluations, and educational environments, the term deficit is often used loosely or
inconsistently; many educators and practitioners equate deficit with any sort of weak-
ness or difficulty. However, the term deficit should apply only to significantly lower
than normal functioning that is also a relative weakness for the group or individual.
When researchers say that working memory is a deficit for a particular population,
they do not mean that it is simply a below average ability for that group. Rather, the
implication is that when members of that group are matched with controls, working
memory stands out as a significant group weakness. For example, when it is reported
that working memory is a deficit among the learning disabled population, it does not
mean simply that their working memory performance is well below average. Rather,
it means that working memory is significantly lower than their other abilities or lower
than the working memory of nondisabled individuals with the same IQ. The same
principle (discussed further in Chapter 6) applies to determining deficits within indi-
viduals. To be classified as a deficit, performance should be both below average and a
significant intraindividual weakness. Of course, the important implication is that a
deficit is likely causing an impairment in functioning. In contrast, everyone has intra-
individual weaknesses and many have weaknesses relative to population norms (re-
ferred to as normative weaknesses). However, the mere existence of either a normative
or intraindividual weakness does not mean the individual or population has a deficit.

Relations with Other Cognitive Processes

Working memory plays a critical, integral role in most higher level cognitive activ-
ities, including reasoning, comprehension, and executive functioning (Dehn, 2006;
McNamara & Scott, 2001). Thus, higher level cognitive functioning results from
the interplay between working memory and several cognitive processes. Some of the
relationships are hierarchical, some are reciprocal, and some are between parallel
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processes. Sometimes there is such close interaction that it is difficult to distinguish
between the two. The processes that are linked most closely with working memory
include attention, phonological processing, executive functioning, fluid reasoning,
and processing speed (McNamara & Scott). The correlations among the processes
tested by the Woodcock-Johnson III (WJ III) Tests of Cognitive Abilities are similar
to those reported in the scientific literature (see Table 4.1).

Deficient cognitive processes can reduce working memory’s efficiency and per-
formance, whereas strong cognitive processes can enhance working memory. For ex-
ample, exceptionally fast processing speed may compensate somewhat for a working
memory with subaverage capacity. For its part, working memory capacity sets limits
on related higher level processes (Conners et al., 2001). An impaired working mem-
ory system may place serious limitations upon other cognitive functions that in them-
selves do not involve the retention of information. At times, even a working memory
with normal capacity and efficient functioning can have deleterious effects on other
processing. For example, when an individual is trying to maintain and rehearse unre-
lated information, a computational task will require more processing time, with in-
creased risk of errors. The effect that working memory load has on another process
reflects the level of dependence the related process has on working memory. The
effect also could indicate that working memory and other cognitive functions draw
from the same pool of processing resources. The interdependency of working mem-
ory and associated processes means that growth and development in other cognitive

Table 4.1 Correlations Between WJ III Cognitive Clusters, Ages 6–8

Cognitive Cluster Working Memory Short-Term Memory

General Intellectual Ability .74 .74

Comprehension-Knowledge .49 .47

Long-Term Retrieval .51 .48

Visual-Spatial Thinking .28 .25

Auditory Processing .38 .37

Fluid Reasoning .53 .49

Processing Speed .49 .41

Short-Term Memory .81 1.00

Broad Attention .90 .78

Executive Processes .51 .46

Delayed Recall .39 .36

Phonemic Awareness 3 .54 .52

Note: The Numbers Reversed test is part of both the Short-Term and Working Memory clusters, producing greater

similarity in the correlations each has with cognitive clusters.

Source: Woodcock-Johnson III Technical Manual (McGrew & Woodcock, 2001, p. 175).
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processes will contribute to the expansion of working memory capacity. For example,
working memory capacity expands along with a child’s growing attention span. De-
spite the difficulty in quantifying the reciprocal influences, undoubtedly, normal
working memory processes are essential for higher level cognitive functioning, and,
in turn, various cognitive processes support working memory operations.

Phonological Processing

Phonological processing is the manipulation and encoding of phonemes, which are the
smallest distinguishable units of speech. Phonological processing involves recognizing,
segmenting, and blending phonemes into whole words. Proficient phonological process-
ing requires phonemic awareness—the conscious knowledge that words are composed
of different sounds. The English language consists of about 41 phonemes (25 consonant
and 16 vowel sounds) that are represented by hundreds of different graphemes—the
written letters or combinations of letters that can be decoded into phonemes. Normal
phonological processing and phonemic awareness are not only necessary for language
development but are also critical for the acquisition of literacy skills. Developmentally,
children first learn whole words without recognizing the units that comprise them. Later
children can isolate syllables within words, and then finally phonemes within words.
Phonemic awareness typically develops during the preschool years. An indication that a
child has acquired phonemic awareness is the ability to segment, blend, omit, and
rhyme phonemes. Research (National Reading Panel, 2000) has reported that a sizable
number of children, perhaps as high as 30%, enter school with deficient phonemic
awareness skills. The deficiency can have profound effects on literacy, as learning to read
depends heavily on phonemic awareness (National Reading Panel).

The exact nature of the relationship between phonological short-term memory and
phonological processing is not entirely known but certainly the two processes are in-
tegrally related (Hulme & Mackenzie, 1992). Adequate phonological short-term
memory is necessary for proficient phonological processing; conversely, phonological
processing affects short-term memory span. Studies (reviewed by Wagner, 1996)
have found measures of phonological awareness and short-term memory span to be
highly correlated with each other. To some extent, phonological processing and pho-
nological short-term memory seem inseparable; they are certainly strongly associated
throughout development. It is possible that phonological processing is the underlying
process that determines the capacity and functioning of phonological short-term
memory. The consensus among researchers is that the two processes have a reciprocal
effect on each other. However, the extent of the bilateral influence is difficult to re-
solve (Cohen-Mimran & Sapir, 2007). (More discussion of their relationship can be
found in the Reading section of Chapter 5.)

Auditory Processing

Auditory processing is the ability to perceive, analyze, synthesize, and discriminate all
auditory stimuli, not just oral language. Although much is known about subsidiary
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phonological processing, unfortunately, very little memory research has been con-
ducted on the temporary retention of nonspeech sounds. For example, there is cer-
tainly short-term retention, processing, and retrieval of musical tones; we just do not
know as much about these functions and capabilities. Nonetheless, there are indica-
tions of a relationship between general auditory processing and working memory, as
measures of verbal working memory have moderate correlations with auditory pro-
cessing (Hitch, Towse, & Hutton, 2001).

Linguistic Processing

Researchers in the field of linguistics (for a review, see Leonard et al., 2007) generally
concur that there is a strong relationship between language processing and working
memory. There is sufficient evidence that linguistic processing is constrained by gen-
eral working memory capacity and effective utilization of that capacity (Moser,
Fridriksson, & Healy, 2007). Most psychologists and linguists ( Just & Carpenter,
1992) believe that language processing is conducted by a general purpose, function-
ally separate working memory system. In contrast, a few (MacDonald & Christian-
sen, 2002) argue that verbal working memory and linguistic processing are not
distinct entities. Instead, verbal working memory is a language subsystem specifically
designed for mediating language comprehension (Waters & Caplan, 1996). (See
Chapter 5 for an in-depth discussion of the relationship between working memory
and language development.)

Visuospatial Processing

Visual processing is the ability to perceive, analyze, synthesize, manipulate, and trans-
form visual patterns and images, including those generated internally. The spatial aspect
of the processing has more to do with location of objects, such as the ability to scan a
field and identify a configuration. Integration of visuospatial processing and subcon-
scious visuospatial short-term memory processing seems necessary in order for individ-
uals to remain oriented in space and retain the location of moving objects. It is
hypothesized that visuospatial short-term memory is constantly refreshing the percep-
tual image of the visual field, even when the field is unchanging. When individuals must
consciously recall or manipulate objects or mental images, then visuospatial working
memory becomes involved. Not enough is known about visuospatial working memory
and its separability from visual processing because more research has been conducted on
visual perception and visual processing than on the functioning of visuospatial working
memory. Nevertheless, we do know there is strong relationship between the two (Hitch
et al., 2001). It is also well established that visual mnemonics are powerful methods of
retaining and cuing information that needs to be learned (see Chapter 9).

Processing Speed

In general, processing speed refers to how quickly information moves through the
information processing system and how efficiently simple cognitive tasks are executed
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over a sustained period of time. Processing speed is typically measured with tasks
requiring an individual to perform overlearned procedures that require little reason-
ing or higher level processing. Because processing speed involves encoding, retrieval,
and other working memory functions, it is difficult to separate from working mem-
ory. Processing speed has an exceptionally strong relationship with working memory.
For example, Ackerman, Beier, and Boyle (2002a) reported a correlation of .477 be-
tween working memory tests and processing speed abilities. Moreover, age-related
increases in processing speed may mediate most of the developmental increases in
working memory capacity. Fry and Hale (1996) reported that 71% of the age-related
changes in working memory capacity were related to developmental changes in pro-
cessing speed. Undoubtedly, the processing and storage capacity of working memory
is extremely dependent on the general speed of cognitive processing. Nonetheless,
there is ample evidence for the functional separation of processing speed and working
memory (Leonard et al., 2007).

Processing speed heavily influences working memory because memory processing
and storage is time related (Swanson, Howard, & Saez, 2006). Faster processing
speed allows more information to be processed in less time, thereby increasing the
functional capacity of working memory. Faster speed also reduces the interval over
which information must be maintained, resulting in less short-term forgetting. Other
ways faster processing speed enables working memory processing and storage are:
making it possible to shift more rapidly between competing tasks (Kail & Hall,
2001); increasing the speed at which perceptual information is encoded into a mem-
ory representation; increasing the speed at which long-term memories are activated
and retrieved; increasing the speed of associative learning; and increasing response
speed. Faster processing speed also allows more efficient access to representations
maintained in working memory or the activated pool, and it reduces the pressure on
executive working memory to resist interference. Conversely, slow processing speed
impairs the efficient use of the working memory system. In general, individuals who
process more rapidly have more time to encode, rehearse, and process the to-be-
remembered material, resulting in improved short-term and long-term retention.

The influence of processing speed on phonological short-term memory retention
has been explored in depth. As discussed in Chapter 2, increases in speech rate are
highly related with the growth of short-term span. Processing speed mediates articu-
lation rate and rehearsal rate, which in turn determines the number of items that can
be rehearsed before decay. Thus, faster processing speed extends short-term memory
span. In the case of curtailed phonological short-term capacity, processing speed can
compensate somewhat by rapidly encoding information into long-term storage or
rapidly moving information into working memory for higher level processing. Luck-
ily, verbal working memory span is not solely determined by speed-related factors,
such as rehearsal rate. Interestingly, processing speed seems to be more closely related
with working memory development than with short-term memory development
(Bayliss, Jarrold, Baddeley, Gunn, & Leigh, 2005).
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Successive Processing

Successive processing, also referred to as sequential processing, is the maintenance of se-
rial order, or the sequential arrangement and encoding of stimuli. Stimuli arranged
sequentially form a chainlike progression in which each stimulus is related to the one
it follows. Most successive processing is automatized, but demands to recall informa-
tion sequentially will enlist working memory resources. Successive processing is re-
quired to understand speech and decode written material. By its nature, subvocal
rehearsal is also a sequential process. Nevertheless, the relation between successive
processing and phonological short-term memory measures is probably a function of
the usual testing requirement that the items be recalled in the correct order. It is
perhaps unfortunate that most testing paradigms are structured this way, as there is
probably more to short-term capacity than is indicated by the ability to retain
sequences.

Executive Processing

Executive processes modulate and coordinate the operation of many disparate
cognitive processes, including multiple-component processes such as working
memory. Although some psychologists argue that executive processing is a unitary
function, the complex supervisory roles of executive functioning lead others to
conclude that executive processing consists of several separate but related subcom-
ponent processes, much like a board of directors (Berninger & Richards, 2002).
One of the primary subcomponents of executive processing must have responsi-
bility for managing working memory. The close interaction, supported by their
joint location in the frontal lobes, makes it appear that executive processing and
working memory are inextricably intertwined. And it has led some working mem-
ory theorists to conclude that working memory may be little more than the execu-
tive processes called into action whenever automated and passive short- and long-
term memory processes are insufficient for the task at hand. Although this may be
a valid interpretation of the relationship between these constructs, this author (as
argued in Chapter 3) stresses the importance of maintaining a distinction between
the two, and relegating within-memory management functions to executive work-
ing memory. Hence, general executive abilities should not be viewed as the equiv-
alent of working memory. Certainly, working memory can vary independently of
higher level executive functioning (Bayliss et al., 2003). Nor should it be assumed
that the relationship is hierarchical; it is most likely reciprocal. Some theorists
(e.g., Roberts & Pennington, 1996) even take the perspective that working mem-
ory actually underlies a wide range of executive function processes. In other
words, executive processing depends on working memory’s ability to hold and
manipulate information ‘‘on-line’’ for a few seconds. For example, planning,
which is considered an executive process, requires the use of working memory
resources.
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Fluid Reasoning

Fluid reasoning, which includes inductive and deductive reasoning, is the ability to
reason and solve problems, especially when confronted with novel tasks. It is consid-
ered to be one of the primary intelligence factors (Carroll, 1993), if not the essence of
what is considered general intelligence. Reading comprehension and mathematical
reasoning are academic skills that draw heavily on fluid reasoning. Like executive
processing, with which it is also intertwined, fluid reasoning is a cognitive process
that does not reach full development until early adolescence.

Several studies have found extremely high correlations between fluid reasoning and
working memory capacity. In research reviewed by Kane and Engle (2002), working
memory span tasks correlate between .60 and .80 with fluid reasoning. Kyllonen and
Christal (1990) even found correlations as high as .90. Furthermore, the strong rela-
tionship between fluid reasoning and working memory holds over a broad range of
different tasks (Sub et al., 2002). The close relation between working memory and
fluid reasoning is also supported by neuroimaging studies that have found the same
regions of the prefrontal cortex to be involved during both types of tasks (Kane &
Engle, 2002). The high correlations between the two variables may result from a
third variable that they are both related to. What working memory and fluid reason-
ing may have in common is some aspect of controlled attention (Engle, Tuholski,
et al., 1999). Or, perhaps, fluid reasoning and working memory capacity reflect the
joint ability to keep a memory representation active. Another explanation for the
strong link between working memory and fluid reasoning is offered by Conway et al.
(2002), who contend that performance in both domains depends on successful appli-
cation of strategies.

Some theorists (e.g., Kyllonen & Christal, 1990) even suggest that individual dif-
ferences in fluid reasoning are due to differences in working memory capacity. For
example, Kail (2007) reported longitudinal evidence demonstrating that an increase
in working memory capacity is one of the factors driving developmental growth in
inductive reasoning. Despite this evidence, a reciprocal relationship is implicated,
with differences in fluid reasoning at least partially constrained by working memory
capacity and differences in working memory partially reflecting one’s ability to reason
effectively. The working memory component that has the strongest relationship with
fluid reasoning is executive working memory. In contrast, phonological short-term
memory does not appear to have a strong connection with fluid reasoning (Engle,
Tuholski, et al., 1999). As with other processes, strong fluid reasoning abilities may
help to compensate for an impaired working memory; for example, fluid reasoning
may produce a correct response when details have been partially forgotten. Although
some (e.g., Buehner et al., 2006) argue that fluid reasoning and working memory
are identical constructs, the consensus is that working memory and fluid reasoning
are not identical factors, despite their extremely close relationship (Kyllonen &
Christal).
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General Intelligence

It is generally accepted that working memory is the central cognitive factor in human
information processing. Recently it has been proposed that working memory ca-
pacity, broadly defined, may to a large extent account for individual differences in
intellectual functioning (Cowan, 2005; Kyllonen, 1996; McGrew, 2005). It seems
that working memory capacity correlates with the general intelligence factor, referred
to as g, as much or more so than it does with specific processing domains. The corre-
lations between working-memory capacity and g have typically been around .6 (see
Conway, Kane, & Engle, 2003, for a review of related studies), with working mem-
ory accounting for a third to half of the variance in g. Kyllonen and Christal were the
first to assert that ‘‘working memory is the general factor in cognition’’ (1990,
p. 401). However, their initial research was criticized for using measures that were
essentially measuring the same construct. Subsequent studies have replicated the orig-
inal findings, using more carefully selected working memory tasks that were distin-
guishable from general reasoning tasks. For example, Sub et al. (2002) recently
found general working memory capacity to be highly related with general intelli-
gence. Recent factor-analytic results in support of this claim have also found working
memory to have the highest correlation (.93) with g, supplanting fluid reasoning as
the primary first-order factor (Colom et al., 2004). The relationship is so strong that
g is almost perfectly predicted by working memory capacity, making working mem-
ory capacity the best predictor of g (intelligence). The relationship is bidirectional; g
is also a good predictor of working memory. Findings of such strong relationships
have led some to claim that working memory and intelligence are unitary constructs.
However, the current consensus seems to be that working memory capacity and g are
highly related factors but are not identical (Conway et al., 2003; Kyllonen & Chris-
tal). In contrast, other researchers have argued that working memory and g are quite
different, having a common variance as little as 25% (Ackerman, Beier, & Boyle,
2002b).

Specifically, the strong relation most likely results from the necessity for working
memory involvement whenever complex cognitive activity occurs. That is, a consid-
erable amount of information must be actively maintained during most complex cog-
nitive functioning. For both fluid reasoning and g, the working memory components
that account for the relationship are the verbal and executive components, not passive
short-term storage components. Short-term memory tasks that measure simple stor-
age typically do not have significant relations with fluid reasoning or g. With tasks
that demand processing in addition to storage, the basis of the relation is most likely
an executive-attention control mechanism, which is mediated by portions of the pre-
frontal cortex—the brain location where fluid reasoning and g are also centered
(Conway et al., 2003). For example, when additional processing is required, the exec-
utive control mechanism focuses attention, maintains activation of goal-relevant in-
formation, and combats interference. Actively maintaining a memory representation
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while inhibiting distracting interference may account for much of the variance work-
ing memory and g have in common (Kane & Engle, 2002).

Attention

Maintaining attention to the task at hand is another cognitive function that often
seems indistinguishable from working memory. There is an exceptionally strong rela-
tionship between working memory and attention, with no clear distinctions between
the many aspects of attention and the functioning of working memory, especially
executive working memory (Cornish, Wilding, & Grant, 2006; Morris, 1996). Indi-
viduals who score high on tests of executive working memory capacity are better at
suppressing, or inhibiting, distracting information than low-span individuals
(Conway, Cowan, & Bunting, 2001). Conversely, children with poor attentional
control are likely to have concomitant difficulties in some aspects of working mem-
ory. For example, Cornish et al. found that children rated by their teachers as having
poor attention performed poorly on working memory measures.

Not surprisingly, some working memory theorists identify the maintenance of at-
tention as the core working memory operation (see Chapter 2). Engle, Kane, and
Tuholski (1999) propose that individual differences in working memory perform-
ance primarily reflect differences in controlled attention capability because controlled
attention is necessary during almost every aspect of working memory functioning.
Accordingly, working memory appears to be the seat of higher level attentional pro-
cesses, including the ability to sustain attention, to divide attention, and to focus
attention on a particular item or process. Working memory is also responsible for
resisting interference and for shifting attention from one task to another, without
losing relevant information. With controlled attention and other aspects of attention
frequently identified as core mechanisms of working memory, there is a significant
overlap between the constructs of attention and working memory, to the point where
they might be considered one and the same. Undoubtedly, working memory and
attention have much in common: Both selectively focus attention on desired infor-
mation while inhibiting interference from irrelevant stimuli; in the visual domain,
both involve selectively activating representations; they frequently focus on the same
content at the same time; they share the same control processes; and they seem to
share the same resources (Olivers, Meijer, & Theeuwes, 2006). Perhaps the common
underlying process is inhibition—not only inhibition of irrelevant stimuli and inter-
nal representations, but also inhibition of inappropriate responses (Cornish et al.,
2006). Another plausible explanation for the large overlap in functioning is that they
both are controlled by the same subset of executive processes. If attention and work-
ing memory share the same cognitive resources, they have a combined capacity of
around four items at a time. Therefore, when working memory is engaged at ca-
pacity, attention will suffer, and working memory will be impaired when maintain-
ing attention is the priority, especially when attention and working memory are
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focused on different content (Awh & Jonides, 2001). For instance, who has not had
the experience of having difficulty paying attention to environmental stimuli while
engaged in unrelated mental processing? About the only difference between the two
is that working memory has responsibility for retaining information.

If working memory and attention are separate processes, there is certainly a signifi-
cant amount of interaction between them. Working memory may act in the service of
selective and divided attention (Kane & Engle, 2002), determining which stimuli are
selected for focused attention (Soto et al., 2005). Support for this hypothesis comes
from neuroimaging studies that discovered working memory plays a critical role in
controlling attention (Conway et al., 2001). On the other hand, stimuli that have
captured attention frequently become working memory content. Furthermore, atten-
tion may play an integral function in working memory subprocesses; for example,
rehearsal may be little more than an attention-based process (Smyth & Scholey,
1994). Despite the extremely close connection between working memory and atten-
tion, they are best regarded as separable processes and functions, with attention
tasked with selecting relevant information and working memory responsible for pro-
cessing and remembering information. For instance, Buehner et al. (2005) found
evidence to support the claim that selective attention and working memory are dis-
tinct constructs. Additional support for the disassociation has been offered by Siegel
and Ryan (1989), who reported that their subjects with ADHD did not have deficits
in working memory tasks.

Disorders and Conditions with Working Memory Deficits

Given the interplay working memory has with so many cognitive processes, it is only
logical to presume that impairments in any higher level cognitive process or skill are
either impacting working memory functioning or can be partially attributed to work-
ing memory dysfunctions. Not all working memory impairments are innate: some
are acquired through injury or illness, others appear after the onset of a disorder, and
others result from life’s natural ebb and flow. For instance, children born prematurely
are at risk for working memory weaknesses (Espy et al., 2004). (For a discussion of
learning disabilities, see Chapter 5.)

Attention-Deficit/Hyperactivity Disorder (ADHD)

Children with ADHD comprise a sizable group who typically perform poorly on
measures of short-term and working memory (Klingberg, Forssberg, & Westerberg,
2002). Prevailing models of ADHD (Barkley, 1997a, 1997b) suggest that working
memory impairments are central to ADHD because working memory deficits and
ADHD both are associated with specific deficits in executive skills (Wu, Anderson,
& Castiello, 2006). Barkley, a recognized expert in ADHD, has asserted that the core
deficit of ADHD is the inability to use inhibitory processes when needed. Inhibition,
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an executive processing function, also performs a crucial function in working mem-
ory processing by suppressing and deactivating information that is not relevant to the
task at hand (Cowan, 2005). When inhibition fails, irrelevant information interferes
with the retention and processing of information that should be the focus of atten-
tion, negatively impacting working memory performance. In general, working mem-
ory deficits among ADHD children can be attributed to their poor control of
attentional processes and limitations in attentional capacity, both important aspects
of working memory functioning.

Numerous studies have found ADHD children and adolescents to have deficits in
working memory. For example, Brown, Reichel, and Quinlan (2007) reported that
over 74% of the ADHD youth in their sample displayed a significant impairment in
working memory. In a meta-analysis of 26 studies on working memory impairments
found in children with ADHD, Martinussen, Hayden, Hogg-Johnson, and Tannock
(2005) concluded that children with ADHD exhibit deficits in multiple components
of working memory. Relative to normal controls, the subjects exhibited large impair-
ments in visuospatial working memory and moderate impairments in verbal working
memory. Martinussen et al. suggest that poor academic progress in children with
ADHD may be the result of working memory deficiencies rather than a direct conse-
quence of inattention, a suggestion that has important implications for education.

An assessment of working memory components may even provide data for differ-
entiating among different ADHD subtypes (Quinlan & Brown, 2003). Martinussen
and Tannock (2006), along with other researchers, have found that children with the
ADHD Combined subtype perform worse than normal students on all short-term
and working memory components, whereas the Primarily Inattentive subtypes are
deficient in visuospatial and executive working memory and the Primarily
Hyperactive-Impulsive subtypes may not display any significant deficits. When those
who are Primarily Hyperactive-Impulsive have a working memory impairment, it
tends to be in the executive domain (Martinussen & Tannock). Thus, children with
ADHD are not necessarily impaired in all aspects of working memory. For example,
they generally do not possess verbal working memory deficits unless they have
ADHD Combined subtype or have a comorbid learning disability. The consensus
among researchers is that working memory is more strongly related to symptoms of
inattention than to symptoms of hyperactivity-impulsivity. Some researchers (e.g.,
Denckla, 1996) have even asserted that verbal and executive working memory deficits
may be a common neuropsychological weakness in children who have both Primarily
Inattentive ADHD and a learning disability. Perhaps the most important educational
implication from this research is that a working memory impairment may be the
cognitive factor that actually underlies the academic learning problems experienced
by children with ADHD. Finally, children with both ADHD and a reading disability
tend to have more severe deficits in executive working memory (Martinussen &
Tannock, 2006). However, unlike children with reading disabilities, children with
ADHD generally do not exhibit a deficit in phonological short-term memory.
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Autism

Because autism is thought to be an executive disorder arising from frontal lobe dys-
function, working memory has been hypothesized to be deficient in individuals with
autism. However, investigations have yielded equivocal results. In particular, some
studies have discovered intact verbal working memory in individuals with autism (see
Williams et al., 2005, for a review). In a study involving high-functioning subjects
with autism, Williams et al. found the subjects to be deficient in visuospatial but not
verbal working memory. Steele, Minshew, Luna, and Sweeney (2007) also found that
individuals with autism are deficient in visuospatial working memory and attributed
this finding to the involvement of the prefrontal cortex in visuospatial working mem-
ory. A current prevailing hypothesis is that children with autism are impaired in work-
ing memory because they fail to develop and utilize working memory strategies (for a
review, see Minear & Shah, 2006), probably because they have poor or nonexistent
inner speech. If a strategy deficit exists, then their working memory deficits will not
become apparent until they are older or until complex tasks are demanded of them.

Cognitive Disabilities

Research on the working memory development of children with cognitive or intellec-
tual disabilities (reviewed by Henry & MacLean, 2002) has frequently found such
children to have weaknesses in working memory relative to their other cognitive abil-
ities. In this population, it seems that working memory performance does not keep
pace with overall cognitive development. When children with cognitive disabilities
are matched with subjects of the same mental age, they exhibit significantly lower
digit and word spans (Hulme & Mackenzie, 1992), and the gap seems to grow over
time. In addition to working memory being a relative weakness, recent findings in-
dicate that children with intellectual disabilities have areas of relative strengths and
weaknesses within working memory (Henry & MacLean). Their most consistent area
of weakness is verbal working memory, which is most likely related to their delayed
use of verbal rehearsal strategies.

Several studies have found that children with Down’s syndrome typically have
lower working memory than their overall cognitive ability, and, as their mental abil-
ities grow, their memory span lags farther behind (Comblain, 1994; Conners et al.,
2001; Hulme & Mackenzie, 1992). However, the working memory research with
this population has been equivocal; little agreement exists on whether working
memory performance keeps pace with overall cognitive development (Henry &
MacLean, 2002). The inconsistent findings may be due to the fact that working
memory performance in children with mental retardation depends on the task.
Some aspects of working memory may be better than others; for example, children
with Down’s syndrome usually have weaker verbal working memory than visuospa-
tial working memory. Furthermore, children with low cognitive abilities may not be
using certain strategies.
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Acquired Brain Injury

Acquired brain injury subjects have provided valuable information on the composi-
tion of memory systems, and the impact of working memory dysfunction on other
cognitive functions. A closed-head traumatic brain injury (TBI) usually involves the
vulnerable frontal lobes, where executive processes and core working memory opera-
tions are headquartered. It is well established that children who suffer head injuries
are at risk for ongoing memory problems, especially working memory impairments.
Levin et al. (2004) completed a valuable 2-year longitudinal study of 144 children
with mild to severe brain trauma. The study found that the subjects’ working mem-
ory improved during the first 3 months after injury, regardless of age or severity.
However, in children who sustained severe TBI, working memory performance went
on to deteriorate during the second year, whereas those less severely injured contin-
ued to demonstrate growth in working memory. Such an unexpected finding is con-
sistent with developmental neuroscience research, which has identified other delayed
effects of TBI on cognition (Levin et al.). Possible deterioration after initial improve-
ment makes it imperative that neuropsychologists and related professionals monitor
the working memory functioning of children with TBI for at least 2 years following
the injury, as continued improvement or even maintenance of initial improvement
cannot be assumed. Another educationally relevant finding of Levin et al. is that the
academic performance of children with TBI is often poorer than would be predicted
from academic achievement measures, a finding consistent with intact long-term
storage but now damaged working memory.

Schizophrenia

Impairments in working memory capacity, as well as in executive functions, are re-
ported widely in Schizophrenia research (Harvey et al., 2006; Stephane & Pellizzer,
2007). Processing and working memory demands that would be minimal for healthy
individuals reveal significant limitations in patients with Schizophrenia. These deficits
appear to be related to overall reductions in cognitive processing capacity, caused by
dysfunction in the prefrontal cortex. Van Snellenberg, Torres, and Thornton (2006)
found subjects with Schizophrenia who performed poorly on minimally challenging
working memory tasks had greater dorsolateral prefrontal cortex activation than nor-
mal subjects. But as the working memory demands increased, the subjects’ prefrontal
activation declined, indicating that they were no longer engaging working memory or
were using alternative ineffective strategies. All aspects of working memory—
visuospatial, verbal, and executive—seem to be affected, both in children and adults
with Schizophrenia (for a review see Minear & Shah, 2006). Even individuals with
Schizotypal Personality Disorder demonstrate deficits in both verbal and executive
working memory (Harvey et al., 2006). In fact, in children who are genetically at risk
for Schizophrenia, the extent of their working memory deficit has been shown to be
predictive of the likelihood of developing the disorder (Erlenmeyer-Kimling et al.,
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2000). Goldman-Rakic (1992) hypothesizes that a schizophrenic’s difficulty balancing
immediate stimulation with internal and past information results from the break-
down of the working memory processes.

Stress

Stress is another factor that can be detrimental to working memory functioning (for
a review, see Klein & Boals, 2001). Stress diminishes an individual’s working
memory capacity because working memory must dedicate attentional resources to
inhibit irrelevant, unwanted, intrusive thoughts about stressful events. Consequently,
the additional competition for working memory resources reduces performance on
tasks that depend on working memory. Evidence on the effects of stress on working
memory illustrates that working memory functioning depends on more than innate
capacity, strategies, and the novelty of the task. Certain life events can have a signifi-
cant, if only temporary, impact on working memory functioning.

Aging

It is widely known that there is an age-related decrement in working memory
performance, although the cause of the decline is disputed. Declines in working
memory with aging have generally been associated with the slowing in general speed
of information processing, a decline in fluid intelligence, a slower retrieval speed, and
a general reduction in the ability to inhibit irrelevant information (Baddeley, 1996b;
Rypma & D’Esposito, 2000). Any of these possibilities would reduce the speed with
which information is processed in working memory, thereby decreasing the efficiency
of working memory overall. Some investigators have concluded that an age-related
reduction in processing speed accounts for reduced memory span (reviewed by Engle,
1996). However, diminished working memory capacity in the elderly is more likely
due to declines in the functioning of executive working memory (Baddeley, 1986),
which leads to less efficient inhibition, an intrinsic working memory dimension that
controls access to relevant information and removes irrelevant information (Hasher
& Zacks, 1988; Pennington et al., 1996). Deficient inhibitory control over the con-
tents of working memory results in difficulties retrieving and maintaining the infor-
mation needed for the current task, resulting in curtailed working memory
performance.

Conclusions and Implications

There are multiple, complex influences on the development of working memory.
Growth in working memory seems to depend heavily on the concomitant develop-
ment of several closely related cognitive processes, such as reasoning, executive con-
trol, and processing speed. In turn, several processes require working memory
resources. Given the reciprocal interaction with so many processes and skills,
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attributing improved working memory performance to a single variable, such as in-
creasing speech rate, seems to be an oversimplification. To complicate matters fur-
ther, the influence of different factors varies by age, level of expertise, and the
requirements of the task. The existence of working memory deficits in so many dis-
orders further exemplifies the core relationships working memory has with most
types of cognitive functioning. In addition to wide ranging relationships with various
abilities, there are significant interactions among the components and processes of
short-term, long-term, and working memory, interactions that change over the
course of development. After all the developmental variation is examined, we still
cannot answer an essential question: Is the expansion of memory span primarily due
to increases in capacity or is it a function of increased efficiency?

The most important implication of the information reviewed in this chapter is that
working memory assessment and intervention will be challenging because of the re-
ciprocal influences it has with other processes and because of the evolving nature of
working memory components. When working memory impairments are suspected,
the assessment of working memory needs to include measures that allow some differ-
entiation of the short-term and working memory components. To add to the chal-
lenge, hypotheses will even vary by age. Also, processes highly related with working
memory will need to be assessed in order to investigate influences and underlying
causes. Furthermore, evaluations for some cognitive and behavioral disorders, such as
ADHD, should also include an assessment of working memory (see Chapter 6 for
recommended assessment strategies). Overall, the deeper our understanding of work-
ing memory, the more obligations we have to seek answers that can guide interven-
tions toward the actual areas of need.
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Working Memory and Academic
Learning

‘‘Working memory capacity is more highly related to . . . learning, both short-
term and long-term, than is any other cognitive factor’’

—P. Kyllonen

E
ducational and psychological research on working memory (e.g., Gathercole,
Lamont, & Alloway, 2006; Swanson, Cochran, & Ewers, 1990) over the past
20 years has repeatedly affirmed the hypothesis that working memory processes

underlie individual differences in learning ability. Working memory is required
whenever anything must be learned because learning requires manipulation of infor-
mation, interaction with long-term memory, and simultaneous storage and process-
ing of information. Long-term memory, the vast storehouse of knowledge and
experience, is also necessary for learning, but is able to acquire very little knowledge
and skills without support from short-term and working memory. Clearly, working
memory plays a critical role in learning; it is where knowledge is constructed and
modified and where information is processed for semantic encoding. Nearly all of
what must be learned and remembered must pass through working memory. Hence,
the capacity and effective functioning of working memory determines the rate and
extent of learning. In addition to learning, working memory capacity predicts per-
formance on a wide range of real-world cognitive tasks (Engle, 2002).

Classroom performance and the development of verbal and academic skills, such
as reading decoding, reading comprehension, mathematics, and written expression,
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depend heavily on the adequate functioning of working memory. The strong rela-
tions between specific areas of academic achievement and short-term and working
memory components are well established (Berninger & Richards, 2002; Swanson,
2000; Swanson & Berninger, 1996). Overall, correlations between working mem-
ory measures and achievement range as high as .55 to .92 (Swanson, 1995). For
example, the Working Memory cluster from the Woodcock-Johnson III (WJ III)
Tests of Cognitive Ability has moderate correlations with the WJ III achievement
clusters (see Table 5.1). In research reviewed by Engle (1996) and Engle, Tuholski,
et al. (1999), working memory capacity has documented significant relationships
with:

� Reading decoding

� Reading comprehension

� Language comprehension

� Spelling

� Following directions

� Vocabulary development

� Note taking

� Written expression

� Reasoning

Table 5.1 Correlations Between WJ III Working Memory and Achievement, Ages 6–8

Achievement Cluster Working Memory Short-Term Memory

Broad Reading .54 .48

Broad Math .58 .50

Broad Written Language .54 .48

Oral Expression .38 .38

Listening Comprehension .53 .49

Basic Reading Skills .56 .50

Reading Comprehension .53 .47

Math Calculation Skills .51 .42

Math Reasoning .59 .52

Basic Writing Skills .51 .45

Written Expression .52 .45

Note: The Numbers Reversed test is part of both the Short-Term and Working Memory clusters, producing greater similarity in

the correlations each has with achievement clusters.

Source: Woodcock-Johnson III Technical Manual (McGrew & Woodcock, 2001).

Working Memory and Academic Learning 93



� Complex learning

� Grade point average

In the typical classroom learning environment, continuous, heavy demands are
placed on working memory. Common classroom activities that impose simultaneous
demands on storage and processing include: listening to a speaker while trying to take
notes, following complex instructions, decoding unfamiliar words, writing sentences
from memory, and mental arithmetic. In each case, the learner must process new
information and integrate it with previously stored knowledge or information that
was just recently encountered. Learning is reduced, or at least slowed, when available
working memory capacity is reduced through overloading of working memory or by
requiring divided attention. Experimental research with dual-task paradigms has con-
firmed that a secondary working memory task impairs working memory performance
on the primary task, as well as interfering with learning. For example, Reber and
Kotovsky (1997) found that additional working memory load interfered with learning
to solve a novel problem and that the impairment was proportional to the degree of
working memory load. Even for those with normal working memory capacity and func-
tioning, classroom instruction and learning activities can overwhelm working memory
many times during the course of a day. For those with weak working memory functions
or capacity, highly demanding working memory requirements can make learning
extremely difficult. For example, children with poor working memory often lose track
of their place in a complex task, require frequent repetitions of directions, skip procedur-
al steps, and often abandon a task before completing it (Alloway et al., 2005).

The case of an actual student, referred to as ‘‘Joey,’’ will illustrate how deficient
working memory capacity can severely compromise a child’s ability to make nor-
mal educational progress. When Joey was in fourth grade, his parents brought
him to a private educational center so that he could receive tutoring in reading.
At his school, Joey had been receiving special education services for a reading
disability since first grade. Before tutoring began, a school psychologist at the cen-
ter completed a psychoeducational evaluation of Joey using the WJ III cognitive
and achievement batteries. On the cognitive scale, Joey obtained a General Intel-
lectual Ability (similar to an IQ) standard score of 106, indicating that his overall
cognitive potential was solidly average. In contrast, his reading and written ex-
pression standard scores were low average, ranging from 81 to 84. Using the dis-
crepancy approach to identifying learning disabilities, Joey had significant
discrepancies for these WJ III cluster scores: Broad Reading (�1.90), Basic Read-
ing Skills (�1.63), Reading Comprehension (�2.09), Broad Written Language
(�1.96), and Written Expression (�1.84). Clearly, Joey had learning disabilities
in reading and written language.

When Joey’s cognitive processes and different types of memory were tested
with the WJ III, the difficulties underlying his disabilities became apparent. The
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first hypothesis was that Joey had a deficit in phonological processing, as meas-
ured by phonemic awareness on the WJ III. This hypothesis was supported by
the parent and school report that Joey had always struggled with phonics and
spelling. Nevertheless, Joey’s Phonemic Awareness score was at the 97th percen-
tile, indicating that his phonological processing was intact. However, his memory
scores pointed to underlying processing problems: Short-Term Memory (25th
percentile); Working Memory (18th percentile); Long-Term Retrieval (29th
percentile); and, significantly, Numbers Reversed (7th percentile). These were not
only weaknesses compared to his peers but they were also significant intraindivid-
ual weaknesses for Joey. Initial observations of Joey’s oral reading were consistent
with deficits in phonological short-term memory and verbal working memory: He
had difficulty associating the correct phonemes with graphemes; he had difficulty
blending phonemes into words; and he had difficulty remembering words that he
had read or were provided to him only moments before. Apparently, short-term
and working memory deficits were related to Joey’s reading and writing problems.
Interestingly, there was no record of these impairments ever being identified by
school personnel or any indication that his individually designed instruction
explicitly addressed these needs.

Working Memory and Learning Disabilities

In 2006, approximately 2.9 million children, or about 5.5% of the school-age popu-
lation in the United States, received special education for a specific learning disability
(U.S. Department of Education, 2006). Many educators and psychologists acknowl-
edge that individuals with learning disabilities are likely to have a deficiency in one or
more cognitive processes (Masoura, 2006), including phonological processing, audi-
tory processing, long-term retrieval, attention, short-term memory, and
working memory. In particular, research (Swanson & Berninger, 1996) has consis-
tently found children with all types of learning disabilities and difficulties to display
poor working memory performance, especially in verbal and executive working
memory (see Table 5.2) When children with learning disabilities are matched with

Table 5.2 Working Memory Components Most Highly Related to Types of Academic

Learning

Reading Decoding Reading Comprehension Written Language Mathematics

Phonological STM Executive WM Executive WM Visuospatial WM

Verbal WM Verbal WM Verbal WM Executive WM

Executive WM Phonological STM

Note: STM ¼ Short-Term Memory; WM ¼ Working Memory.
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controls who have the same IQ, the learning disabilities group displays within-child
deficits in specific aspects of working memory (Swanson & Alexander, 1997). Another
theme that emerges from the literature is that students with general or multiple spe-
cific learning disabilities (literacy and mathematics) perform poorly in all aspects of
working memory. In contrast, children with only one specific learning disability
demonstrate fairly distinctive working memory profiles, with deficits limited to
one or two components. For example, children with a specific reading disability
frequently have impairments in phonological short-term memory and verbal work-
ing memory (Pickering & Gathercole, 2004), whereas children with a specific
mathematics disability tend to have deficits in visuospatial and executive working
memory.

Research has consistently found students with specific learning difficulties to be
the most deficient in the executive processing component of working memory
(Swanson et al., 1990). Executive working memory serves a governing function,
controlling and regulating memory subsystems. Executive-loaded working mem-
ory tasks provide the best discrimination between children with and without
learning disabilities (Henry, 2001). For example, when compared with IQ-
matched peers, students with learning disabilities have relatively more difficulty
with a reverse digit span task (Gathercole & Pickering, 2001). Also, individuals
with limited executive processing often fail to spontaneously use rehearsal, organ-
ization, and other executive-dependent strategies that allow effective and efficient
use of working memory resources.

In addition to executive working memory deficits, the verbal working memory spans
of children with learning disabilities are significantly lower than age- and ability-
matched peers. In a sample of 11- to 12-year-old children, Henry (2001) determined
that children with a moderate learning disability could retain verbal instructions that
contained up to three units of information, whereas normal children could manage
five units of information. When students must process other information while re-
taining verbal instructions (a typical classroom situation), those with learning disabil-
ities can comfortably maintain only one item of information, whereas nondisabled
students can handle an average of three units of information (Henry). A working
memory deficit clearly puts those with learning disabilities at a significant disadvant-
age in the classroom.

The working memory deficits of those with learning difficulties seem to arise from
neurobiological limitations in working memory and from inefficient use of working
memory resources. Support for a neurological basis comes from evidence that work-
ing memory deficits are significantly resistant to change (Swanson, 2000). However,
some researchers (e.g., Swanson, 2000) theorize that a working memory deficit is not
entirely a capacity deficit. Rather, for some students with learning disabilities, a work-
ing memory problem is primarily a strategy deficit. That is, students with a learning
disability often possess sufficient working memory resources and the ability to apply
effective strategies but fail to use these strategies spontaneously or consistently. Thus,
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the working memory performance of students with learning disabilities often reflects
the extent of effective strategy use (Ericsson & Kintsch, 1995).

The strong relationships between working memory deficits and a wide range of
learning disabilities suggest that working memory should be assessed whenever a child
is referred for a possible learning disability. The empirical evidence indicates that
working memory performance is one source of data that can reliably differentiate be-
tween students with a learning disability and those who are slow learners (Swanson
et al., 1990). Of course, working memory scores alone are insufficient for a diagnosis;
other assessment data need to be taken into account. Furthermore, we must keep in
mind that there are often multiple causes of a learning disability and that cognitive
processing profiles will vary by individual. A working memory deficit is seldom the
only deficiency found within individuals with learning disabilities. For example, those
with a basic reading skills disability might have coexisting deficits in phonological
processing or long-term storage. Individuals with lower general cognitive ability also
are likely to be low in working memory. What sets those with learning disabilities
apart is that working memory tends to be one of their intraindividual weaknesses.

Some investigators (e.g., Swanson & Siegel, 2001) believe that intrinsic working
memory limitations are the primary cause of learning disabilities. However, because
most of the research on working memory and learning disabilities is correlational, we
cannot attribute causality. An alternative explanation is that a working memory defi-
cit is the result of learning failure rather than its original cause (Torgesen, 2001).
Also, some experts (e.g., Nation et al., 1999) claim that working memory problems
are secondary to other cognitive processing deficits. Such arguments are consistent
with MacDonald’s and Christiansen’s (2002) viewpoint that working memory is a
subskill within various cognitive domains, such as language.

Working Memory and Oral Language

Strong relationships between verbal memory subsystems and both language develop-
ment and oral language comprehension have been documented in a number of stud-
ies (e.g., Crain et al., 1990). Several aspects of language learning and comprehension
depend on both phonological short-term memory and verbal working memory; for
instance, Service (1992) found that verbal working memory accounted for 47% of
the variance in the learning of a second language. Verbal working memory tasks have
been found to discriminate between groups with different levels of language develop-
ment. And developmental delays and disorders in language are often attributed to a
curtailed capacity or dysfunction in verbal working memory. Although results have
been inconsistent, correlations between language comprehension and short-term and
working memory have ranged as high as .70 to .90. For instance, Montgomery
(1996) reported a correlation of .62 between sentence comprehension and phonolog-
ical short-term memory.
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In oral language comprehension, working memory plays the critical role of con-
structing and integrating ideas from a stream of successive words (Just & Carpenter,
1992). To understand the meaning of a sentence, an individual must be able to re-
member previous words in order to relate them to later occurring words. During this
complex process working memory must also store the partial results of comprehen-
sion, as well as encode some items for later retrieval. Difficulties in processing indi-
vidual sentences have been related to deficient working memory capacity (Moser
et al., 2007). Undoubtedly, one of the primary functions of verbal working memory
is to extract a meaning representation that corresponds to the phonological input
(Crain et al., 1990). An intact phonological store is also important for oral language
comprehension because it stores word sequences long enough for the individual to
decode these into their constituent meaning (Baddeley, 1990). Consequently, the
capacity of the entire working memory system and the amount of temporary storage
capacity have important implications for comprehensibility. Several studies (reviewed
in Baddeley, 1986) have unequivocally found that placing demands, such as interfer-
ence tasks, on working memory impairs language comprehension and slows down
retrieval from long-term storage.

On the other hand, much of spoken-language processing occurs without assistance
from working memory (Gathercole & Baddeley, 1993). For example, most compre-
hension of spoken sentences occurs immediately (Montgomery, 1996), as concepts
and other representations in long-term memory are directly accessed. This activated
long-term information automatically facilitates comprehension without the necessity
of creating a working memory representation. However, if the syntactic structure or
meaning of the sentence is confusing, then verbal and executive working memory will
be brought into play. Therefore, it is likely that working memory only becomes
involved after immediate comprehension fails or when the initial understanding
turns out to be incorrect. Working memory processing of the discourse will then rely
on phonological short-term memory for verbatim recall of the sentence. This places
phonological short-term memory in a supportive backup role. That is, phonological
memory is not initially involved in comprehension but may be called on later when
further analysis is required for comprehension. Of course, if the information has been
lost, the individual can usually ask the speaker to repeat what was said. Thus, oral
comprehension does not depend exclusively on phonological short-term memory,
which is why some individuals with severely impaired phonological short-term mem-
ory can comprehend discourse quite well (Wagner, 1996).

Nevertheless, the role of phonological short-term memory should not be dis-
counted. It appears to play a prominent role in the language development and proc-
essing of young children. Poor language development seems to be directly connected
with impaired functioning of phonological short-term memory (Baddeley, 1996).
Individuals with delayed language development often have a deficit in the ability to
retain unfamiliar pseudowords. This poor verbal memory span is thought to be one
cause of delayed language development. In particular, vocabulary learning has been
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directly linked with phonological short-term memory capacity (Gathercole & Badde-
ley, 1990). If children are unable to retain the phonological sequence that makes up a
new word, they will probably require repeated exposures to the word before they
retain its phonetic and semantic representation (Leonard et al., 2007). Verbal work-
ing memory is also necessary for the acquisition of new vocabulary, as it links the
correct pronunciation with a semantic representation. Not surprisingly, nonword
repetition is also a good predictor of second-language learning. Superb functioning
of the executive and verbal working-memory components can help to compensate
for shortcomings in phonological short-term memory. However, despite assistance
from other working memory subsystems, it is imperative that information in a cur-
tailed phonological short-term store be rapidly encoded and transferred for higher
level processing. In addition to quick processing and retrieval that rapidly moves in-
formation, fluid reasoning may enhance comprehension by attaching correct mean-
ing to incomplete details.

Working memory impairments affect more than listening comprehension. Once
thought to be a completely automatic process, oral language production places
demands on working memory, especially during the conceptualizing and sentence
formulation stages. Not only must the speaker retrieve words that convey the in-
tended meaning, but he or she also must plan for correct syntax. For example, accu-
rate production of subject-verb agreement depends on verbal working memory
processes. Even in normal speakers, sentence planning is hindered when speakers
have insufficient verbal working memory capacity (Hartsuiker & Barkuysen, 2006),
such as when there is a secondary processing task.

There has been a debate among language researchers over the relationship between
language processing and working memory. Some language theorists argue that verbal
working memory is a language subsystem specifically designed for mediating lan-
guage comprehension (Waters & Caplan, 1996). However, the consensus seems to
be that language processing is conducted by a general purpose, domain-free working
memory system that is not limited to linguistic processing. Thus, language develop-
ment and linguistic processing are constrained by general working memory capacity
and effective utilization of that capacity (Moser et al., 2007). For example, difficulties
in comprehending spoken language may stem more from inefficiencies in
verbal working memory than from failure to acquire critical language structures
(Crain et al., 1990).

Oral Language Disabilities

An oral language disability refers to a condition in which a child experiences a delay
in language development despite adequate progress in other cognitive areas. Research
has established that individuals with language impairments perform poorly on verbal
working memory tasks, especially those involving phonological processing (for a
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review, see Masoura, 2006). For example, children with a language impairment typi-
cally exhibit poor performance on digit span and nonword repetition tasks (Baddeley,
2003a). Gutierrez-Clellen, Calderon, and Weismer (2004) found children with a
specific language impairment to possess word recall two standard deviations below
the mean for their age. Gathercole and Baddeley (1990) reported that children with
a language disability have poor phonological short-term memory compared to con-
trols matched on nonverbal intelligence. Children with a language disability also ex-
hibit specific difficulties on dual-processing tasks. Interestingly, children with
disordered language development display phonological and verbal memory deficits
that are of even greater magnitude than their deficient language skills (Gathercole &
Baddeley, 1993), and limitations in working memory may persist even after language
delays have been resolved (Bishop, North, & Donlan, 1996).

There are several related contributions and reciprocal influences connected with
oral language impairments: (a) the weak phonological memory performance of indi-
viduals with a language impairment may originate from their slow recognition and
discrimination of speech sounds, a function of phonemic awareness (Masoura,
2006); (b) articulation rate may be a cause of memory span deficits that in turn
inhibit language processing; (c) slow processing speed may allow auditory traces to
fade before meaning can be extracted; and (d) difficulties with word retrieval may also
play a role. Overall, children with a language impairment have a limited capacity for
processing and remembering verbal information (for a review, see Gill et al., 2003).

Working Memory and Reading

Over the past 3 decades, numerous studies (e.g., Smith-Spark & Fisk, 2007; Swanson
& Jerman, 2007) have reported strong relationships between working memory
performance and reading skills. Reading skills are typically divided into two main
categories—reading decoding, also known as basic reading skills, and reading compre-
hension. Reading decoding is primarily dependent on phonological processing—the
ability to detect and manipulate the sound units (phonemes) of oral language. Read-
ing comprehension is more complex and involves several higher level cognitive proc-
esses (see Table 5.3). Each type of reading skill draws from short-term, long-term,
and working memory somewhat differently. Reading decoding is primarily related to
phonological short-term memory and verbal working memory, whereas reading com-
prehension is primarily related to verbal working memory, executive working mem-
ory, and long-term memory (Swanson et al., 2006). Verbal working memory span,
also referred to as complex span, correlates highly with children’s reading abilities,
especially their reading comprehension (De Jong, 2006; Hulme & Mackenzie,
1992). Even short-term memory span, referred to as simple span, is highly related
with reading, especially with basic reading skills. For instance, Hutton and Towse
(2001) reported a correlation of .45 between digit span and tests of reading. The

100 WORKING MEMORY AND ACADEMIC LEARNING



extent of involvement of visuospatial memory components during reading is less
clear, as very little reading research has examined its role. Those who challenge the
implication that working memory capacity underlies reading development sometimes
claim that the relationship is merely an artifact of language development or verbal
IQ. Yet, when verbal IQ, reasoning, processing speed, and other cognitive abilities
are factored out, a significant correlation between working memory and reading
remains (Swanson & Jerman, 2007).

Reading Decoding

In addition to short-term memory and most aspects of working memory, several
other cognitive processes are involved in reading decoding (Evans et al., 2002; see
Tables 5.2 and 5.3). Of the other cognitive functions, phonological processing, a
subtype of auditory processing, and long-term retrieval, especially rapid automatic
naming, are the most important. In fact, phonological processing, which includes
phonemic awareness, is thought to be the foundation of reading decoding (Kamhi &
Pollock, 2005). Phonemic awareness is the recognition that words are composed of
different sounds. Phonological processing, essentially the manipulation of phonemes,
involves recognizing, segmenting, and blending phonemes. Many sources of evidence
support the conclusion that reading decoding problems stem primarily from deficien-
cies in phonemic awareness and phonological processing (for a review, see National
Reading Panel, 2000). During reading, phonological processing depends on phono-
logical short-term memory. For example, beginning readers sequentially convert
printed letters into sounds that need to be held in the correct sequence until the last
letter is converted and the full sequence of sounds is blended into a complete word
(Palmer, 2000). Thus, phonological processing requires temporary storage of pho-
nemes in phonological short-term memory. Fortunately, most readers have a

Table 5.3 Cognitive Processes Most Highly Related to Types of Academic Learning

Reading Decoding

Reading

Comprehension Written Language Mathematics

Phonological

Processing

Short-Term Memory

Visual Processing

Sequential

Processing

Working Memory

Long-Term Memory

Working Memory

Long-Term Memory

Executive Processing

Fluid Reasoning

Working Memory

Executive Processing

Processing Speed

Planning

Working Memory

Fluid Reasoning

Visual Processing

Processing Speed

Planning
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phonological short-term memory span capable of handling the usual demands of
phonological processing and reading decoding.

To convert written words into phonemes, phonological processing also depends
on visual processing. The decoding process involves accessing learned phonetic codes
for visually presented letters and words (graphemes). Readers must phonologically
recode visual stimuli by matching the graphemes with the phonemes they represent.
The matching process requires high-quality grapheme–phoneme conversion infor-
mation from long-term memory. Although visual processing is involved in reading
decoding, it is primarily phonological processing ability that determines the develop-
ment of reading proficiency.

Phonological processing ability and phonological short-term memory, along with
verbal working memory, are interdependent (De Jong, 2006), making it difficult to
determine the root cause of limited phonological short-term memory span. In some
cases, a deficit in phonological processing accounts for poor performance on phono-
logical short-term memory tasks, whereas in other cases, phonological processing is
normal and the limitation originates in short-term memory capacity. The possibility
that phonological processing alone accounts for the relationship between working
memory and reading has been considered by several studies (reviewed by De Jong,
2006). The majority have found that the phonological short-term memory and
verbal working memory components make a contribution to reading skills beyond
phonological processing. However, the consensus seems to be that phonological
short-term memory and verbal working memory share a common underlying ability
with phonological processing and that this common underlying ability accounts for
the close association that short-term and working memory have with reading decod-
ing (De Jong, 2006). From this perspective, short-term and working memory are
relegated to subordinate, but nonetheless essential, roles in the acquisition of basic
reading skills. When phonological processing skills are intact, poor readers are either
not using phonological short-term memory effectively or have a reduced capacity in
that memory subcomponent. Another possibility is that poor readers have an impair-
ment in phonological short-term memory that makes it difficult for them to retain
the sequence of sounds (Baddeley, 1986).

Other factors that may account for poor short-term and working memory per-
formance are articulation speed and the use of verbal rehearsal strategies. Since effi-
cient utilization of phonological short-term memory depends on articulation speed,
it is not surprising that studies (reviewed by Baddeley, 1986) have found that articu-
lation rate can distinguish between weak and strong readers. Although speech rate
seems to have little relationship with individual differences among normal readers, it
does seem to explain part of the short-term memory impairment in children with a
reading disability. Also, poor readers may not be spontaneously using verbal rehearsal
strategies to the same extent as normal readers (Torgesen & Goldman, 1977). For
example, O’Shaughnessy and Swanson (1998) concluded that children with a reading
disability inefficiently use phonological rehearsal processes.
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Reading decoding involves more than simple storage of phonological sequences in
short-term memory. Blending of the phonemes into a word requires processing of
sequential information, thereby requiring a contribution from working memory, par-
ticularly verbal and executive working memory. For example, children with a reading
disability have been found to perform poorly on measures of executive working
memory (Siegel & Ryan, 1989). Of the executive functions, there is strong evidence
that the updating of verbal information is essential for reading decoding (De Jong,
2006). A deficit in updating seems to be independent of the length of simple verbal
memory span. Some studies have also discovered a role for inhibitory functions dur-
ing reading. For instance, Palmer (2000) found that good readers were able to better
inhibit visual representations (orthographic representations) and focus on the phono-
logical representation. This finding indicates that poor readers may continue to focus
on visual encoding when it would be more productive to recode phonologically.
Palmer postulates that a delay in inhibiting the disruptive visual representations con-
tributes to dyslexia. (Note that this text uses the terms reading disorder, reading dis-
ability, and dyslexia interchangeably.) Another role of executive and verbal working
memory during reading decoding is to coordinate phonological processing with
word-level analysis and semantic processing (Palmer).

In summary, most aspects of short-term and working memory are involved in
reading decoding, with the initial burden falling mostly on phonological short-term
memory. Verbal working memory and executive working memory are also directly
linked with the ongoing development of basic reading skills. Despite extensive
research, it remains unclear whether short-term phonological storage or executive
and verbal working memory play the greater role in reading progress (Swanson &
Jerman, 2007). What is clear is that once a reader becomes fluent and basic reading
decoding becomes automated, short-term and working memory play a less critical
role in reading decoding, and long-term memory becomes more prominent.

Reading Comprehension

To comprehend text, a reader must store recently decoded text while complex proc-
esses construct meaning (De Beni, Borella, & Carretti, 2007). As the reading of text
progresses, working memory stores the gist of the information from one or more
sentences until a meaning-based representation of the text’s content, called a mental
model, is formed. Text comprehension includes several skills and abilities that involve
working memory: decoding individual words and accessing their meanings; assem-
bling word meanings into larger meaning units; constructing representations of sen-
tences; linking information across sentences; detecting inconsistencies between parts
of the text; focusing attention on the main ideas; creating visual images; forming new
knowledge representations; drawing plausible inferences on the basis of prior knowl-
edge; monitoring the understanding of text as reading progresses; integrating infor-
mation from different parts of a text; and integrating information with related
long-term memory representations. Most of these comprehension components
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make exceptionally heavy demands on both the storage and processing functions
of working memory. Overall, reading comprehension depends on the capacity of
working memory to retain text information that facilitates the comprehension of
subsequent sentences. Studies (e.g., Just & Carpenter, 1992) have found that
individuals with greater capacities are more successful at integrating information
across longer readings. Even carrying information from one sentence to the next
requires proficient use of normal working memory capacity. The integration of
information derived from text is the essence of comprehension. This integration
cannot be accomplished without an adequately functioning working memory
(Cain, 2006).

After reading decoding skills and vocabulary level, working memory capacity is the
next highest predictor of reading comprehension in children, adults, and students
with a reading disability (Seigneuric et al., 2000). Numerous studies have uncovered
a moderate to strong relationship between working memory capacity and reading
comprehension, with correlations typically around .50 (e.g., Daneman & Carpenter
1980; Seigneuric et al., 2000). In a meta-analysis of 77 studies by Daneman and
Merikle (1996), the average correlation between reading comprehension and verbal
working memory tasks was .41. The strength of the relationship between working
memory capacity and reading comprehension grows from the early to the later grades
(Seigneuric & Ehrlich, 2005). Differences in working memory capacity can greatly
affect the success of reading comprehension, especially when the text is difficult or
complex (Linderholm & Van Den Broek, 2002; Swanson, 1999b), and reading com-
prehension problems are highly associated with working memory deficits (Goff,
Pratt, & Ong, 2005). For those who have a reading comprehension deficit but have
normal phonological processing and word decoding skills, the specific reading com-
prehension deficit can frequently be attributed to a working memory impairment
(Cain, Oakhill, & Bryant, 2004).

Phonological short-term memory, although necessary for reading decoding, ap-
pears to play only a minimal role in reading comprehension. Clearly, there is a much
stronger relationship between verbal working memory and reading comprehension
than between phonological short-term memory and reading comprehension (Engle,
Carullo, & Collins, 1991). For instance, Leather and Henry (1994) found that pho-
nological short-term memory accounted for only 5% of the variance in 7-year-olds’
reading comprehension level, but that verbal working memory explained an addi-
tional 33% of the variance. In their pioneering work, Daneman and Carpenter
(1980) argued that simple span tasks (i.e., phonological short-term memory tasks)
do not tap higher level working memory processes necessary for reading comprehen-
sion. Since then, other researchers (e.g., Cain et al., 2004) have concurred; the pas-
sive, short-term storage of information does not correlate significantly with reading
comprehension.

Daneman and Carpenter are credited with devising a verbal working memory test
called reading span in which subjects have to recall, in order, the last word of each of
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three to seven sentences read aloud. Reading span, the number of final words re-
called, is thought to represent the residual storage capacity of working memory when
a person is actively engaged in reading (Dixon, LeFevre, & Twilley, 1988). Among
college students, reading spans typically vary from 2 to 5.5 final words recalled, with
an average span of 3 to 3.5 words. Daneman and Carpenter and subsequent research-
ers (Just & Carpenter, 1992; Turner & Engle, 1989) found reading span to have
high correlations with reading comprehension, in contrast to simple-span measures
that essentially tap phonological short-term memory. Critics of the reading span ap-
proach point out that performance on a reading span measure is partly dependent on
general reading ability (Seigneuric et al., 2000). Thus, in part, reading skills account
for the high correlation and make it difficult to differentiate between contributions
from working memory processes and reading skills. An alternative that avoids this
confound is to use a listening span task that has the same requirements.

Certainly, verbal working memory is a necessary prerequisite for successful reading
comprehension. Results from Seigneuric et al. (2000) suggest that verbal working
memory capacity constrains reading comprehension in young readers. Verbal work-
ing memory includes short-term memory for words and sentences, tasks that cer-
tainly include phonological short-term memory. At the basic level, verbal working
memory facilitates reading comprehension by holding words and sentences in con-
sciousness until there is enough information to complete an idea. The number of
sentences that can be held in verbal working memory has been found to relate to
reading comprehension (Daneman & Carpenter, 1980). The holding process appears
to be subvocalization, an important form of inner speech in reading. Despite the
strong relationship, it seems that the demands of reading comprehension typically
exceed the limited storage capacity of verbal working memory. Consequently, readers
must form some long-term representation of the text or combine the information in
working memory with existing long-term representations. This is where a readily
accessible pool of activated long-term memory items would play an important sup-
portive role and account for the apparent discrepancy between working memory ca-
pacity and the elevated demands of reading comprehension.

Given the high-level processing demands of reading comprehension, there is little
doubt that executive working memory is another primary determinant of successful
comprehension. Research has repeatedly confirmed this relationship; for example,
Swanson, Howard, and Saez (2006) concluded that the functioning of executive
working memory, not phonological short-term memory, discriminates between
skilled comprehenders and those with comprehension deficits. Executive working
memory must coordinate many diverse processes, especially those that culminate in
the integration of new information with an existing mental model. Of the specific
executive functions, inhibition is one that has been directly linked with reading
comprehension (Savage et al., 2006; Savage, Lavers, & Pillay, 2007). Discarding
information that is no longer relevant and preventing the entry of unnecessary or
irrelevant information affect the ability to engage in processes that are crucial for
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good comprehension (De Beni & Palladino, 2000). In general, inefficient inhibitory
control during reading overloads the working memory system, causing comprehen-
sion problems. Adults and children with deficient inhibitory processes are more likely
to remember irrelevant words and information, resulting in weak reading compre-
hension (De Beni & Palladino). Furthermore, individuals with an apparent lower
working memory capacity and concurrent comprehension difficulties may be less ef-
ficient at regulating the activation level of long-term representations in the activated
pool (Cain, 2006). Similarly, executive working memory may direct the retrieval of
semantic information while the verbal component retains the words, phrases, or sen-
tences long enough for text to be understood and integrated with long-term schemas.

There is also a general consensus that visuospatial working memory has little or no
relationship with reading comprehension (Seigneuric et al., 2000; Swanson &
Berninger, 1995). Daneman and Tardif (1987) reported no correlation between vi-
suospatial working memory measures and reading comprehension. Later, Swanson
and Berninger (1995) found that, although visuospatial working memory is corre-
lated with reading comprehension, visuospatial performance does not differentiate
between good and poor comprehenders. More recently, Seigneuric et al. (2000) also
reported that visuospatial working memory was not significantly correlated with
working memory. If visuospatial working memory has any involvement, it is likely to
be during the early stages of reading development. Despite these consistent findings,
recent research by Goff et al. (2005) reveals that the role of visuospatial working
memory may have been prematurely discounted. Goff et al. found an exceptionally
strong relationship between visuospatial working memory tasks and reading compre-
hension, a finding consistent with the belief that good comprehenders create a visual
image of text as they read. Perhaps the equivocal findings are due to differences in
how visuospatial working memory was measured.

Working memory is not alone in supporting reading comprehension; several other
cognitive processes, as well as additional memory systems, are involved. Other cogni-
tive processes that specifically facilitate reading comprehension include fluid reason-
ing, executive processing, and processing speed (see Table 5.3). Of course, reading
comprehension also depends on verbal abilities, prior knowledge (Was & Woltz,
2006), vocabulary development, and adequate reading decoding skills. To fully com-
prehend text, working memory must interact with both short- and long-term memory.
In doing so, working memory simultaneously manipulates recently read information
(from short-term storage) and recently retrieved information (from long-term storage),
with the integration of the two stores of information producing comprehension.
Finally, the application of effective memory and reading comprehension strategies
enhances reading comprehension, mostly because these strategies support the effective
operation of working memory processes, such as semantic encoding. Interestingly, less
skilled readers and those with a disability try to compensate for low working memory
capacity by rereading text (Linderholm & Van Den Broek, 2002), instead of selecting
a higher level memory or reading comprehension strategy.
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In summary, there is myriad evidence to support the claim that reading compre-
hension performance depends heavily on working memory. The only controversy is
over which working memory processes, components, and resources actually have the
most significant effects on reading comprehension. The best working memory pre-
dictors of reading comprehension are tasks that require the coordination of storage
and processing, namely those involving executive working memory and verbal work-
ing memory. The memory subprocesses that play a minimal role are those that can be
classified as short-term memory functions. Because of the complexities involved, suc-
cessful reading comprehension is almost always a challenge. Consequently, the work-
ing memory processes that support comprehension are far from automatic, even
among good comprehenders. Individuals with a larger working memory capacity not
only have an advantage in reading comprehension, but their extra resources allow
them to better induce the meanings of unknown words and thereby acquire more
vocabulary ( Just & Carpenter, 1992). The strong relationship indicates that the de-
velopment of reading comprehension skills is highly influenced by working memory
capacity and efficiency (Seigneuric & Ehrlich, 2005).

Reading Fluency and Reading Comprehension

A discussion of reading comprehension would be incomplete without acknowledging
the influence of reading fluency on reading comprehension. The level of reading flu-
ency, which can be equated with reading decoding skills, is the foremost predictor of
reading comprehension. Once decoding proceeds smoothly, quickly, and effortlessly,
reading is considered to be fluent. Reading fluency is usually assessed with a test that
measures the number of correct words read per minute. A high level of fluency is an
indication that reading decoding has become automated. Once reading decoding,
both sight-word recognition and phonetic decoding, becomes automated, more
working memory capacity becomes available for reading comprehension. The devel-
opment of automaticity facilitates reading comprehension by reducing the working
memory resources necessary for decoding words—a demanding process that includes
segmenting, blending, and holding phonemes. Automaticity in reading also results in
automatic activation of semantic representations in long-term memory, which
accounts for the pool of activated long-term memory items accessible to working
memory. Poor readers who continue to struggle with reading decoding have fewer
residual working memory resources for comprehension. That is, their inefficient
word reading impairs comprehension. Even with normal phonological processing,
short-term memory, and working memory, inadequate reading speed may hinder
comprehension because information will be lost before it is fully processed and
integrated with a current mental model. Readers with high working memory capacity
have an advantage. Even before they achieve fluency, they have greater residual
resources to devote to comprehension than low working-memory-capacity readers.

On the other hand, reading comprehension level is not entirely constrained by
reading decoding skills; some readers with poor decoding skills are able to attain
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normal levels of reading comprehension. That is, reading comprehension skills are
somewhat independent of phonological decoding abilities (Swanson & Berninger,
1995), and of phonological short-term memory span, in particular (Swanson & Ho-
well, 2001). The difference can be accounted for by a strong overall working memory
capacity, the application of other cognitive processes such as fluid reasoning, and
well-developed reading comprehension and working memory strategies. Prior knowl-
edge or expertise on a topic will also facilitate comprehension. Clearly, an adequate
level of reading fluency is a prerequisite for advances in reading comprehension skills,
but fluency alone is insufficient for higher level comprehension. Even after an ad-
equate level of reading fluency is obtained, working memory makes a direct contribu-
tion to comprehension (Seigneuric & Ehrlich, 2005), a contribution that increases as
readers mature. As readers progress through school, increased demands on working
memory partially result from the increasing length and complexity of texts. In first
grade, reading decoding skills explain most of the variance in reading comprehen-
sion. By the end of third grade, working memory capacity emerges as a specific and
significant contributor (Cain et al., 2004).

Not all reading comprehension problems are the result of poorly developed read-
ing fluency or insufficient working memory capacity. There is also a subset of stu-
dents with poor reading comprehension skills who have average decoding skills,
normal phonological short-term memory, and adequate working memory capacity.
Approximately 10% of middle school students fall into this group (Nation et al.,
1999). These readers tend to have poorer vocabulary knowledge, use context clues
less efficiently, and have difficulty making inferences. In many cases, their compre-
hension difficulties are probably due to delayed language development, weak fluid
reasoning, or insufficient reading comprehension strategies.

Long-Term Memory Involvement

To accomplish comprehension and learn from it, the mental models formed while
reading must be integrated with existing long-term schemas. Thus, activating and
maintaining relevant long-term memory representations is necessary for reading com-
prehension (Conway & Engle, 1996; Pascual-Leone, 2001). Much of the activation
is automatic and prompted by the contents of short-term memory; the rest results
from effortful searches conducted by working memory. Working memory then inte-
grates new information with preexisting schemas. The level of semantic knowledge
mediates comprehension and allows working memory to function more effectively,
much like automated skills do. Therefore, readers with advanced prior knowledge or
expertise on a topic achieve higher levels of comprehension. Evidence for this hypoth-
esis is that we find it easier to remember words than we do nonwords (Cain, 2006),
and that poor comprehenders have a shorter memory span for abstract words (Nation
et al., 1999). Thus, all other factors being equal, reading comprehension and working
memory performance will suffer when semantic knowledge in long-term memory is
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lacking. Reading comprehension and working memory may also be impaired when
readers have difficulty efficiently retrieving information from long-term storage; how-
ever, most individuals with a reading disability have average ability to retrieve infor-
mation from long-term memory (Savage et al., 2007). Undoubtedly, long-term
memory plays a crucial role in working memory functioning during reading compre-
hension. Accordingly, the interaction between working memory and long-term
memory may be a better predictor of reading comprehension than working memory
tasks that have only a short-term memory component (Goff et al., 2005).

Conclusion

Regardless of the functioning levels of related processes and skills, high working-
memory-capacity individuals have better reading comprehension because they have
more working memory capacity to draw on. That is, total working memory capacity
constrains reading comprehension. Comprehension differences between good and
poor readers may be primarily attributed to differences in the processing capacity of
working memory.

Reading Disabilities

An abundance of evidence in reading research implicates a deficit in phonological
processing as the primary cause of reading disabilities (National Reading Panel,
2000). However, some readers with disabilities have no impairment in phonological
processing, while nevertheless demonstrating very limited phonological short-term
and verbal working memory spans. In such instances, weak short-term and working
memory make it difficult to perform phonological processes, such as blending, that
are necessary for word identification. Clearly, phonological processing ability is inter-
twined with phonological short-term memory. Consequently, difficulties with basic
reading decoding skills are often associated with poor performance on short-term
retention of phonological information, such as digits and nonwords (Jeffries &
Everatt, 2004). Since the early 1960s, a large number of studies (cited in Torgesen,
1996) have reported that poor performance on short-term memory tests is one of the
most common characteristics of children with reading disabilities. For example,
Speece (1987) found that 15 to 20% of these children displayed serious difficulties
on digit span tasks. This means that children with reading disabilities are not able to
efficiently use phonological short-term memory, sometimes because they are deficient
in articulatory speed. Their reduced ability to temporarily maintain phonological
memory codes reduces recall and impairs reading decoding. Regardless of the qualita-
tive differences among children with reading disabilities, impairment in phonological
short-term memory seems to be a constant research finding (for a review, see
Masoura, 2006).

Despite the predominant roles of phonological processing and phonological
short-term memory in early reading development, there is evidence that the

Working Memory and Reading 109



relationship between reading decoding and working memory reflects more than
phonological processing ability and phonological short-term memory capacity
(Gathercole, Alloway, Willis, & Adams, 2006; Kail & Hall, 2001). For example,
Swanson (1992) found that, when simple phonological short-term memory tasks
are factored separately from more complex working memory tasks, short-term
memory is not significantly related to word decoding skills, whereas working
memory performance is. Such a finding indicates that deficits in verbal work-
ing memory and executive working memory also may be responsible for reading
decoding problems. In particular, there is considerable evidence that individuals
with reading disabilities have impaired verbal working memory (e.g., De Jong,
1998). Children with a reading disability also have significant difficulty with the
simultaneous storage and processing of information, the hallmark of executive
working memory (Van Der Sluis et al., 2005). Simultaneous storage and process-
ing of phonological information cannot be accomplished by the phonological
store alone. Participation from executive working memory is required, especially
when phonological processing during reading has not yet become automated.
Swanson (1987) offered another explanation for reading decoding difficulties
when he proposed that students with reading disabilities have failed to establish
effective visual-verbal connections, a process mediated by executive working
memory. Essentially, individuals with a reading disorder have overly independent
visual and verbal coding systems, and show a preference for visual encoding of
words ( Johnston & Anderson, 1998). Their preference is not surprising, given
their frequent weakness in phonological processing and their typically normal
visual processing capability. Unfortunately, overreliance on visual encoding will
restrain progress in reading development.

Further support for the role of working memory in reading disabilities comes from
several studies that have found a deficiency in working memory capacity to be one of
the variables that differentiates between normal and dyslexic readers (e.g., Swanson
et al., 1990). For example, a standardization study of the Wechsler Intelligence Scale
for Children–Fourth Edition (WISC-IV; Wechsler, 2003) found that a group of
children with reading disabilities obtained their lowest index score (a mean of 87) on
working memory, and that, compared to a matched control group, the Working
Memory Index had the largest effect size. (See Chapter 7 for details on the WISC-IV
working memory subtests.) The general consensus is that readers with a disability
frequently have insufficient capacity in general working memory resources, not just a
phonological processing deficit, a phonological short-term memory deficit, a lan-
guage processing deficit, or a deficit in processing speed and efficiency (De Jong,
1998; Savage et al., 2007). Nevertheless, high correlations alone do not allow us to
say that deficits in short-term and working memory are the cause of reading disabil-
ities, or at least the primary cause (De Jong, 1998).

In response to those who might challenge the empirical evidence, poor phonolog-
ical short-term memory and verbal working memory do not seem to be a
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consequence of reading problems. When poor readers are matched with younger
control children of the same reading level, the poor readers have more difficulty re-
peating nonwords. Longitudinal studies have also provided convincing evidence that
deficient reading skills can be attributed to phonological short-term memory and ver-
bal working memory impairments. For example, early childhood phonological short-
term memory scores have been found to be valid predictors of later performance on
reading tasks (Gathercole & Baddeley, 1989). Thus, it appears that less skilled read-
ers have a smaller short-term and working memory capacity and that this capacity is
independent of their reading skills (Turner & Engle, 1989). Nevertheless, the influ-
ence of other memory stores and cognitive processes cannot be ruled out; for exam-
ple, inadequate representations of phonological units in long-term memory or
difficulty retrieving phonological units may also be detrimental to reading decoding
(Torgesen, 1996).

Conclusion

Many reading and working memory researchers believe that diminished short-term
and working memory capacities, particularly in the phonological and verbal subcom-
ponents, are related to impaired development of reading decoding skills and reading
comprehension. Frequently, the differences between skilled readers and those with a
reading disability can be attributed to deficiencies in working memory (Swanson,
1992, 1993, 2000). Although working memory deficits have not yet been identified
as one cause of reading disabilities, it is clear that working memory contributes a
unique and significant variance to reading (McCallum et al., 2006). Because phono-
logical processing, phonological short-term memory, and verbal working memory are
highly interrelated (Torgesen, 1996), it is difficult to determine causality or the exact
nature of their relations with reading. One possibility is that weak phonological stor-
age is merely a reflection of deeper phonological processing problems (Baddeley,
2003a). For instance, poor readers do not display phonemic similarity effects like
normal readers do. This is most likely because they are weak in phonological process-
ing and consequently not relying on phonemic coding in short-term memory as
much as normal readers. Another possibility is that early differences in phonological
short-term span play an important role in the growth of phonological awareness skills
(Torgesen, 1996). While it is true that phonological processing has a significant rela-
tionship with phonological short-term memory span, phonological processing can
vary independently of phonological short-term memory functioning. For example,
adults with acquired phonological storage deficits can possess perfectly normal pho-
nological and linguistic skills (Baddeley, 2003a). All things considered, the current
consensus among reading researchers is that phonological processing and phonemic
awareness skills account for individual differences in reading more than phonological
short-term and verbal working memory (Torgesen, 1996). Regardless of the direction
of the relationship and relative importance of short-term and working memory,
screenings and evaluations for reading disabilities should include tests of short-term
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and working memory, in addition to assessing phonological processing and phone-
mic awareness skills.

Working Memory and Mathematics

Educational and psychological research has documented strong relationships between
mathematics performance and measures of working memory. Examples of the findings
include: Hutton and Towse (2001) reported a correlation of .45 between digit span
and performance on mathematical tests; Swanson and Beebe-Frankenberger (2004)
reported a correlation of .54 between working memory and mathematics problem
solving; and LeBlanc and Weber-Russell (1996) found that working memory variables
accounted for up to 57% of the variance in children’s word-problem solutions.

Mathematics skills are usually divided into two types—basic arithmetic calculation
and mathematics problem solving. To varying degrees, both types of mathematics
skills involve all short-term and working memory components and processes. Even
the simplest mathematics calculations clearly require three working memory proc-
esses: temporary storage to hold problem information, retrieval that accesses relevant
procedures, and processing operations that convert the information into numerical
output (Brainerd, 1983). Complex problems, such as those involving carrying and
borrowing, require multiple working memory operations. Any time multiple steps
are required, additional digits from intermediary results must be held in working
memory until they are retrieved at a later step. When this information is lost, errors
occur. Working memory resources are needed most during the initial phases of math-
ematics skills acquisition, and fewer working memory resources are needed as knowl-
edge and skills grow (Imbo & Vandierendonck, 2007). Assuming basic mathematics
facts have been mastered, solutions to simple forms of mental arithmetic can be re-
trieved from long-term memory, thereby freeing up working memory resources.

Most studies attempt to isolate the working memory components and processes
that are responsible for various aspects of mathematics skills (e.g., Fuchs et al., 2006).
However, it is difficult to isolate all of the variables involved. Also, the utilization of
specific storage and processing components varies as a function of age. Young students
(first grade and under) depend more on visuospatial storage while older children pri-
marily draw on phonological short-term memory as their mathematical functioning
becomes more verbal and abstract. Older students may utilize visuospatial working
memory again when they encounter geometry tasks. Even the manner of numerical
presentation may determine which domain-specific short-term component stores the
information. Trbovich and LeFevre (2003) found that the vertical presentation of
two-digit arithmetic problems promotes visuospatial storage whereas horizontal (num-
ber sentence) presentation promotes phonological coding. In conclusion, the type and
extent of working memory involvement is a function of working memory develop-
ment, the type of mathematics problem, and mastery level of mathematics skills.
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Mathematics Calculation

Except for simple arithmetic (single-digit addition and subtraction), most mathemat-
ical computation involves a succession of stages where each part is carried out and
stored until the next step in the calculation is completed. Of course, some operands
need to be stored until the entire operation is finished. The current consensus is that
complex arithmetic calculation involves all short-term and working memory compo-
nents to varying degrees (Tronsky, 2005). Most likely, all of the components are in-
volved even during simple arithmetic, given that the majority of the research
(reviewed by Tronsky) has found that even simple mental arithmetic requires execu-
tive working memory resources. According to Swanson (2006a), the working mem-
ory component that best predicts mathematics calculation is visuospatial. Others
(e.g., Gathercole & Pickering, 2000a) have found the combination of visuospatial and
executive to have the strongest association with mathematics calculation performance.

Mathematics Word Problems

Compared to basic mathematics calculation, strategy-based problem solving places a
greater load on working memory. When solving mathematics word problems, indi-
viduals must mentally construct an adequate problem representation—a process that
depends heavily on working memory. The initial stage of mathematics story problem
solving requires verbal comprehension and temporary storage of the words, phrases,
and sentences. Completing a mathematical word, or story, problem requires: (a)
keeping track of incoming information; (b) integrating information; (c) retrieving
mathematics facts and procedures from long-term storage; (d) matching the correct
algorithm to the problem at hand; (e) updating the contents of working memory; (f )
making on-line mathematical calculations; (g) monitoring the computational proc-
ess; and evaluating the solution (Swanson & Beebe-Frankenberger, 2004). The
dependence of problem solving on working memory is especially evident when the
problem is novel. Once the individual has learned to solve a particular type of prob-
lem, less working memory capacity is necessary (Reber & Kotovsky, 1997). Accord-
ing to Swanson (2006a), the working memory component that best predicts
mathematics problem solving is the executive.

Role of Visuospatial Working Memory

The role of visuospatial working memory in mathematics learning and performance
seems to change significantly during childhood development. It plays a prominent
role during the preschool years when the child’s arithmetic mental model is primarily
visuospatial, instead of verbal and abstract. Until young children acquire symbolic
and verbal representations of arithmetic, they utilize a visual mental model (Holmes
& Adams, 2006). Accordingly, Hitch, Halliday, Schaafstal, and Schraagen (1988)
found that preschool children rely on visuospatial working memory more than older
children do, and Rasmussen and Bisanz (2005) found visuospatial working memory
to be the best and only unique predictor of preschool performance on standard
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nonverbal arithmetic problems. Hence, young children must be manipulating inter-
nal visual representations that are analogous to external objects. Concordant with this
assumption is the finding that preschool children perform better on nonverbal than
verbal problems (Rasmussen & Bisanz). Young children’s reliance on visuospatial
short-term memory was also supported by Brainerd (1983), who found that short-
term storage failures, not higher level working memory processes, were responsible
for most arithmetic errors. Brainerd (1983) reported that the average percentage of
arithmetic errors due to short-term storage failure was 74% for 4- and 5-year-olds
and 65% for first graders.

The prominence of visuospatial working memory in arithmetic computation is
short-lived. By the end of first grade, verbal working memory has become the best
predictor of arithmetic performance. Even when older children are presented with a
visual arithmetic problem, they tend to recode the visual information into a verbal
code that passes through phonological short-term memory (Rasmussen & Bisanz,
2005). Recoding allows children to manage greater quantities, as the number of items
that can be manipulated in a visual mental model is relatively small. By the time
children reach mid-elementary years, there is no evidence that visuospatial working
memory plays any significant role in arithmetic (for a review, see Imbo, Vandieren-
donck, & Vergauwe, 2007). Nevertheless, visuospatial working memory is some-
times involved in arithmetic functioning, at least minimally; for example, it seems to
be particularly necessary in multidigit problems where visual and spatial knowledge
of column positioning is required (McLean & Hitch, 1999).

Role of Phonological Short-Term Memory

Individual differences in mathematical problem solving have been partially attributed
to phonological short-term memory (for a review, see Swanson & Sachse-Lee, 2001).
Because numbers are words and story problems are text, phonological storage and
processing are involved in both basic arithmetic calculation and the solution of story
problems. At least in the initial stage, the solution of a mathematical word problem
relies heavily on phonological processing. Consequently, if phonological short-term
memory is deficient in capacity or inefficient in processing, it creates a bottleneck that
constricts the flow of information to the higher levels of processing, including verbal
working memory, that are necessary for mathematical problem solving (Swanson &
Beebe-Frankenberger, 2004). Not surprisingly, children with specific mathematics
disabilities have been found to suffer deficits in short-term retention of verbal infor-
mation (Swanson & Beebe-Frankenberger). Of course, inefficient utilization of the
phonological rehearsal process may be as much to blame as any shortcomings in pho-
nological span.

When considering the involvement of phonological short-term memory, the age of
the child must be taken into account. During mathematics performance, older chil-
dren utilize phonological short-term memory more so than younger children
(Holmes & Adams, 2006). Older children also tend to use subvocal rehearsal to
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retain mathematics problem information. Phonological short-term usage may also
depend on the specific mathematics function; for example, phonological short-term
memory directly supports counting processes but has less involvement during calcu-
lations that rely on direct retrieval from long-term memory. It appears that phono-
logical short-term memory is most related to arithmetic during the learning of basic
mathematics facts and concepts. Although preschool children rely heavily on visuo-
spatial working memory for mathematical operations, phonological short-term mem-
ory is thought to be very important for the acquisition of number facts in early
childhood (Holmes & Adams). When phonological memory span is inadequate,
some of the integers are lost before they can be associated and encoded together in
long-term storage. Although there is some controversy about the extent of phonolog-
ical short-term memory involvement in mathematics activities, Swanson and Sachse-
Lee (2001) concluded that, although phonological short-term memory may not be
more important than other memory processes, it does contribute unique variance to
mathematics solution accuracy.

Role of Verbal Working Memory

Although it plays a role, phonological short-term memory alone is insufficient for
successful mental arithmetic. Undoubtedly, verbal working memory is involved in
mathematical computation, especially during complex mental arithmetic calcula-
tions. It seems that verbal working memory storage is most in demand when digits
must be temporarily stored during multistep procedures. For example, Imbo et al.
(2007) reported that verbal working memory is involved in complex subtraction
where borrowing is required. In contrast, simple multiplication places fewer demands
on working memory because multiplication relies predominantly on long-term re-
trieval. Wilson and Swanson (2001) concluded that verbal working memory is a bet-
ter predictor of mathematical computation than visuospatial working memory.

Role of Executive Working Memory

Of the specific short-term and working memory domains, executive working memory
plays an indispensable role during all types of mathematical computation and reason-
ing tasks (Andersson & Lyxell, 2007; Imbo & Vandierendonck, 2007). This finding
is not surprising, given that mathematics requires the simultaneous processing and
storage of numerical and visual information. Executive working memory appears to
be responsible for coordinating, monitoring, and sequencing all of the processing
steps involved in mathematical procedures. Specifically, executive working memory
is necessary for estimating, counting, maintaining order of information, keeping
track of information in multistep procedures, and selecting and executing problem-
solving strategies (Imbo et al., 2007). Fundamentally, limited executive working
memory capacity or high demands on working memory resources results in slower
calculation and more errors, even after mathematics facts have been mastered.
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All aspects of executive working memory (for a review, see Swanson & Siegel,
2001) seem to make an important contribution to mathematics problem-solving per-
formance: (a) resource monitoring and coordination of multiple tasks is required,
including keeping track of subproducts and other information; (b) switching is re-
quired, for example, in a problem that requires both addition and multiplication; (c)
selective attention is necessary when attention must be paid to specific parts of the
problem while suppressing irrelevant information; and (d) activation and manipula-
tion of relevant facts and algorithms from long-term storage is also involved (McLean
& Hitch, 1999). Above all, an executive working-memory-inhibition deficit that
allows irrelevant information to enter or remain in working memory during the pro-
cessing of targeted information may largely account for poor mathematics perfor-
mance (Passolunghi & Siegel, 2001). Good problem solvers are better able to inhibit
irrelevant information; for example, children with ADHD make more errors when
problems contain irrelevant numeric or verbal information (Bull & Espy, 2006).
Flexible switching of operations and strategies, controlled by executive processing, is
another aspect of complex arithmetic and mathematical problem solving.

Although executive working memory seems to be the primary mediator, mathe-
matics performance also depends on other memory systems and working memory com-
ponents. However, the proficiency of other memory components is insufficient when
there are fundamental processing problems in executive working memory or in higher
level executive processes (Swanson & Beebe-Frankenberger, 2004). The growth in
mathematics problem-solving ability seems to depend significantly on the capacity and
development of executive working memory (Swanson, 2006a). For example, Passo-
lunghi and Siegel (2004) found that children who were poor at mathematics problem
solving had significant difficulty with tests of executive working memory. Clearly,
executive working memory plays a critical role in mathematical problem solving.

Factors that Reduce Working Memory Load During Mathematical
Processing

Processing Speed

Working memory is not the sole cognitive processing contributor to mathematics
performance. Processing speed is another indispensable cognitive process that also
underlies the working memory performance observed during mathematics activities.
In fact, Bull and Johnston (1997) found that processing speed was the best predictor
of arithmetic competence among 7-year-olds, and Fuchs et al. (2006) found process-
ing speed to be a stronger predictor of mathematics competencies than working
memory. For a broader discussion of the role of processing speed, see Chapter 4.

Long-Term Memory

Long-term memory is another significant mediator of the influence of working mem-
ory on mathematics performance because knowledge of mathematical facts and
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algorithms reduces the demands on working memory (Swanson & Siegel, 2001).
During arithmetic procedures, long-term memory needs to be accessed frequently
and repeatedly, as different facts and algorithms are retrieved and checked for accu-
racy (Imbo & Vandierendonck, 2007). Working memory operations then select the
correct information and answers from long-term storage, while inhibiting incorrect
information. For proficient mathematics calculation and problem solving, mathe-
matics facts and algorithms need to be firmly established in long-term memory. Once
computation procedures have been acquired, calculation is accomplished primarily
through direct retrieval from long-term memory. Until then, mathematics computa-
tion places a heavy load on working memory. The more automated, direct, and fre-
quent the retrieval, the fewer demands are made of working memory. Therefore, a
readily accessible pool of activated relevant information allows working memory to
conduct mathematical operations efficiently.

Automaticity

Once arithmetic facts, procedures, and strategies are thoroughly committed to mem-
ory, arithmetic functioning becomes more automated. Automatization increases the
speed and efficiency of mathematical processing, with a consequent reduction in
working memory involvement (Bedard et al., 2004). Quick and direct retrieval from
long-term memory is one way that automatization reduces the need for working
memory during arithmetic calculation. Thus, for those with limited working memory
resources, the development of automaticity is essential.

Strategy Use

Given an adequate working memory span, the application of working memory strat-
egies also affects mathematical performance. Even the stability of strategy choices is
important, most likely because consistent utilization of a particular strategy leads to
strategy expertise and automaticity. For example, individuals who repeatedly select
the same rehearsal strategy during a verbal task have higher verbal working memory
spans and higher mathematics performance (Keeler & Swanson, 2001). Many chil-
dren also discover the use of external memory aides to reduce the load on working
memory during mathematical computation. For example, young children will use
their fingers to keep track of amounts.

Developmental Variables

Age-related changes in mathematics functioning seem to be correlated with age-
related changes in working memory (Swanson, 2006a). Preschool and early elemen-
tary children, for whom arithmetic is primarily a visuospatial task, rely primarily on
visuospatial short-term memory. As mathematics operations become more verbal and
abstract, children depend more on verbal and executive working memory. By the age
of 8, children seem to rely on both visuospatial and verbal working memory during
mathematical calculation. By 9 to 10 years of age, children depend primarily on
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phonological short-term memory and verbal working memory for the solution of
mathematical problems (Holmes & Adams, 2006). At any age, word problems neces-
sitate executive management to integrate the information and processes involved. In
adolescence and adulthood, when mathematics algorithms are firmly represented in
long-term storage, executive processes play the primary role. Even though executive
working memory is preeminent in adolescence and adulthood, in general, working
memory resources are less in demand during mathematical computation and problem-
solving, as manifested by several studies (reviewed by Wilson & Swanson, 2001) that
found the relationship between working memory and mathematics performance to be
stronger in children than in adults. Therefore, working memory capacity places greater
limits on the mathematics performance of children than on that of adults.

Conclusion

Clearly, there is not a unidimensional relation between working memory and mathe-
matical skill. To varying degrees, each short-term and working memory component
and process is involved in each type of mathematics operation. The nature of the
relationships is dependent not only on specific features of the task but also on the
developmental levels of both working memory and mathematical skills.

Mathematics Disabilities

Approximately 3 to 6% of school-age children have mathematics disabilities and
many more children struggle with mathematics. Empirical investigations have consis-
tently implicated working memory as a central deficit in children with mathematical
disabilities (for a review, see Passolunghi & Siegel, 2004). Compared to their same-
age peers, children with a specific mathematics disability have been found to be defi-
cient in verbal working memory, visuospatial working memory, executive working
memory, and working memory in general (Swanson & Sachse-Lee, 2001). Also, chil-
dren with a mathematics disability frequently display an intraindividual deficiency in
the short-term storage of phonological information, especially when they possess co-
morbid reading and written language disabilities (Siegel & Ryan, 1989). Some stud-
ies (e.g., Siegel & Ryan) have found children with mathematics disabilities to
demonstrate poorer performance on visuospatial working memory than verbal work-
ing memory, whereas others report that both verbal and visuospatial working mem-
ory influence mathematical performance. Nevertheless, executive working memory is
more frequently implicated than either verbal working memory or visuospatial work-
ing memory (Andersson & Lyxell, 2007; Holmes & Adams, 2006). Individuals with
executive deficits are unable to activate a sufficient amount of information from long-
term memory and have difficulty integrating activated units with information in the
verbal and visuospatial components. Moreover, those with an executive working
memory deficit have difficulty inhibiting irrelevant information (Passolunghi &
Siegel) and switching between operations (e.g., from addition to subtraction). To
date, the distinctive contributions from different working memory components have
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not been disentangled, but all researchers agree that a deficit in some aspect of work-
ing memory exists in nearly all mathematics disabilities (Masoura, 2006).

Alternatively, for some individuals with a mathematical disability, the source of the
problem may be difficulty retrieving basic mathematics facts from long-term mem-
ory, thus creating an unnecessary load on working memory (Geary et al., 2004).
Children with mathematical difficulties have difficulty using direct memory retrieval
to solve arithmetic problems, even after they have acquired basic mathematics knowl-
edge (Barrouillet & Lepine, 2005). Of course, retrieval is ineffective for some because
they have weak, incomplete networks of number facts in long-term memory (Holmes
& Adams, 2006). Low working memory capacity itself may be the reason those with
a disability are less likely to use long-term retrieval. That is, low working memory
capacity may result in slower and less efficient retrieval processes, as well as difficulty
resisting the interference to which mathematics retrieval is particularly prone.

Although children with mathematics disabilities may demonstrate normal overall
storage capacity in phonological short-term memory, they typically have shorter digit
spans and shorter spans on complex tasks that involve counting (Siegel & Ryan,
1989). Their storage deficit for numerical information may be a result of delayed
growth in mathematical knowledge. There is evidence that mastery of mathematics
facts may have a reciprocal relationship with short-term numerical memory span
(Andersson & Lyxell, 2007). Students with mathematics disabilities have problems
acquiring long-term representations of basic mathematics facts, a difficulty that has
been attributed to short-term memory deficits (Geary et al., 2004; McLean & Hitch,
1999). Initially, the learning of mathematics facts may be restrained by a low phono-
logical short-term memory capacity that results in the first number decaying before
the child can encode the mathematics fact into long-term storage. When numerical
knowledge acquisition is delayed, age-appropriate short-term retention of numerical
information, such as digits, may be affected, as long-term representations are unable
to make sufficient contributions during recall. Nonetheless, most children with
mathematical disabilities have a persistent deficit in working memory that goes be-
yond a deficit in the processing and storage of numerical information (Passolunghi
& Siegel, 2004). Moreover, failure to master mathematics facts prevents automatiza-
tion of mathematics computation, creating even more demands on an easily over-
loaded working memory. Overloading can be compounded further in cases where
the learner also has slow processing speed or long-term retrieval difficulties.

Compared to those with a mathematical disability only, students with comorbid
mathematical and reading disabilities seem to have short-term and working memory
deficits that also involve storage of nonnumerical verbal information, and their exec-
utive working memory is even more affected (Andersson & Lyxell, 2007). Children
with comorbid learning disabilities perform worse in mathematics that is mediated
by language, such as story problems (Andersson & Lyxell). Students with comorbid
learning disorders also may have difficulty recoding visuospatial information into ver-
bal information, continuing to use less effective visuospatial storage and processing
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when their normal peers have moved on. Similarly, those with comorbidity may
struggle even more in mathematics because they cannot effectively use alternative ver-
bal strategies to solve mathematics problems.

Working Memory and Written Language

Written expression is a complex cognitive activity that requires the integration of
several cognitive processes and memory components. Writing begins with a planning
phase during which the writer generates ideas and constructs a preverbal message that
corresponds to the ideas she or he wants to communicate. Next, the composer must
translate the ideas into words and construct grammatically correct sentences that in-
volve retrieval of the semantic, syntactic, and morphological properties of words.
After motor programs have transformed the linguistic message into text, the writer
must evaluate by comparing the text with the intended meaning. Of course, written
language production is not a lock-step sequence; writing is a parallel and iterative
process requiring constant shifting among the procedures. In addition to reliance on
the executive, the planning phase draws on the visuospatial component, as many
writers visualize images, and the translating phase imposes demands on the verbal
component (Kellogg, 1996; Olive, 2004). All of these steps place very heavy demands
on working memory, especially on the executive and verbal components. In addition
to substantial reliance on executive and verbal working memory, phonological short-
term memory contributes to writing by briefly storing phonological representations
of the words or sentence under construction. Also, visual working memory is
involved (Kellogg, Olive, & Piolat, 2007) in the planning phase of written language
production and during recalling definitions of concrete nouns (but not abstract
nouns). Overall, written expression places so many demands on working memory
that several aspects of written language production are probably competing for the
same working memory resources (Kellogg, Olive, & Piolat).

Similar to the relationship between reading decoding proficiency and the working
memory resources available for reading comprehension, it appears that mastery of
elementary writing processes, such as punctuation, spelling, and transcribing, allows
greater working memory capacity for the higher level writing processes of generating,
organizing, and revising (Swanson & Berninger, 1996). Furthermore, even with well-
developed written language skills, written expression will always place extensive de-
mands on working memory because processes such as constructing ideas can never
become fully automatized. Moreover, written expression also involves retrieval and
temporary storage of information from long-term memory while the writer juggles
multiple writing tasks.

Compared to reading and mathematics, there have been fewer scientific inqui-
ries into the relationship between working memory and written language. Find-
ings from the few existing investigations are consistent with the usual hypotheses;
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for example, individuals with longer verbal spans write more complex sentences
than those with shorter spans. Also, the correlation between verbal working mem-
ory span and written language increases as written language skills increase (Swan-
son & Siegel, 2001). Despite the limited research, there can be little doubt that
written language production depends heavily on working memory and all aspects
of verbal and executive working memory are fully involved, even in proficient
writers.

Implications for Assessment, Instruction, and Intervention

Assessment of Learning Disabilities

Knowing the relationships between specific academic skills and specific working
memory functions is valuable information that can guide assessment, interpretation
of results, and diagnosis of learning disorders. Children with different specific
learning disabilities tend to demonstrate unique types of working memory deficits
(Siegel & Ryan, 1989; Swanson et al., 2006). Thus, an individual’s working memory
profile, at least to some extent, can help to differentiate among specific learning dis-
abilities. For example, children with a reading disability usually perform significantly
below normal on verbal short-term and working memory tasks, whereas children
with a mathematics disability primarily have difficulties in the visuospatial and exec-
utive domains but also struggle with some verbal working memory tasks, especially
those that involve counting (Van Der Sluis et al., 2005). Children with comorbid
reading and mathematics disabilities have lower scores on both verbal and visuospa-
tial tasks, as well as deficiencies in executive working memory (Siegel & Ryan). Con-
sequently, assessment procedures that allow discrimination of working memory
components can help to differentiate among academic learning dysfunctions and
disabilities.

Given the well-established relationship between poor working memory capacity
and academic failure, a working memory measure would be an appropriate addi-
tion to early school screenings. Working memory assessments hold the potential
to identify children at risk of future low achievement (Gathercole & Pickering,
2001). With the emphasis on early intervention, most school systems now con-
duct universal screening of reading and arithmetic skills. Processing assessment,
namely phonological processing, is already embedded in most reading assess-
ments. Including a brief measure of phonological short-term span and verbal
working memory span may improve early identification of children at risk for
academic failure and learning disabilities. For example, longitudinal research in
England discovered that a backward digit-recall task administered at school entry
is a good predictor of who will need special education 3 years later (Pickering and
Gathercole, 2004). Because of its high predictive validity, Gathercole, Brown, and
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Pickering (2003) modified the backward digit-recall task to make it appropriate
for use with children as young as 4 years of age.

Importance of Automaticity

When teaching and assessing students with learning difficulties, be aware that a lack
of skill fluency, or automaticity, may give the appearance of a working memory defi-
ciency. Automaticity is attained when a skill or procedure is mastered so well that it
no longer requires conscious, effortful cognitive processing. The burden on working
memory is greatest in the early stages of skill development (Kyllonen & Christal,
1999). As students master skills and develop expertise, the skills and procedures be-
come automated and require less processing by working memory. Automated proc-
essing requires only minimal working memory resources, and it does not interfere
with effortful concurrent processing (Richardson, 1996a). Another important charac-
teristic of an automated task is that it is less subject to interference from a competing
task (Just & Carpenter, 1992). Students who do not obtain automaticity at the
same time as their peers have relatively fewer residual working memory resources for
other tasks. For example, a fifth grader still struggling with reading decoding has
fewer resources to devote to comprehension. When observing such students, it often
appears that they are lacking in working memory capacity. Actually, they may have a
working memory impairment, and their slow progress may be due to the impair-
ment, but it is important to know the difference. Regardless of a student’s working
memory capacity, it is crucial that basic skills be taught to a high level of mastery so
that automaticity is assured and working memory can focus on higher level process-
ing. Consequently, practice is essential; only repeated pairings of stimulus and re-
sponse lead to skill automaticity.

The principle of automaticity also applies directly to working memory functions
themselves. More resources are freed up as working-memory routines and strategies,
such as subvocal rehearsal and chunking, become automated. In fact, chunking may
be the primary process that underlies automaticity. Available capacity also is a func-
tion of how efficient the individual is at specific working memory operations
(Richardson, 1996a). Consequently, extensive opportunities to deliberately practice a
strategy may improve working memory performance without expanding preexisting
working memory capacity (MacDonald & Christiansen, 2002).

When it comes to individual differences in working memory capacity, the develop-
ment of automaticity may be the great equalizer. For learners with working memory
impairments, acquiring expertise and automaticity is more important than it is for
those who have ample working memory resources. As basic skills develop to the point
of full automaticity, working memory capacity becomes less of a factor in skill per-
formance (Conway and Engle, 1994), thereby allowing students with working mem-
ory deficiencies to progress academically. The only problem is that some higher level
cognitive processes, such as those involved in written expression, can never be fully
automatized, and working memory must always strive to maintain the focus of
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attention, even during automatized tasks. Nevertheless, automaticity essentially cre-
ates higher processing efficiency, leading to stronger working memory performance,
as well as better products and outcomes for the processing or learning task at hand.
For students with working memory deficits, reaching automaticity is crucial.

Educational Interventions and Classroom Instruction

There are many educational implications that arise from the empirical evidence re-
garding the relationships between working memory components and academic learn-
ing. An in-depth discussion, with more detailed recommendations for intervention
and instruction, can be found in Chapter 9. For now, a few high points are worthy
of review:

1. There is a strong relationship between working memory span and overall
learning rate; greater memory span is related to faster learning (Radvansky &
Copeland, 2006). Even basic short-term memory functions have significant
relationships with learning. For example, scores on word and nonword repeti-
tion tasks are closely linked with vocabulary learning (Gathercole & Adams,
1993). Therefore, knowing the working memory span of each student can pro-
vide a basis for adapting instruction.

2. With the exception of mathematics, academic learning and performance de-
pend more heavily on phonological short-term memory and verbal working
memory than on visuospatial memory components. Fortunately, most learners
have a substantially longer memory span for verbal information than for visu-
ally presented information (Baddeley, 1986). Verbal information also seems to
be more durable and resistant to interference than is visually encoded material.
The typical individual capitalizes on this verbal strength by converting most
visually presented material into a phonological code (Logie, 1996). As one
might expect, visual processing has a very low correlation with academic learn-
ing (Mather & Wendling, 2005).

3. Working memory functioning is most important during the initial stages of
learning. It declines in importance as facts and procedures become firmly es-
tablished in long-term memory and tasks are performed automatically and ef-
fortlessly (Geary et al., 2004). The initial learning of procedural knowledge,
such as mathematics problem-solving procedures, is particularly demanding of
working memory. For example, during the early stages of procedural learning,
working memory must hold instructions and other knowledge of the task
while performing the steps involved. Consequently, teachers should strive to
keep working memory demands to a minimum during initial learning phases.

4. Some of the relationships between academic learning and working memory are
reciprocal. Not only does working memory capacity restrain learning, but skill
development influences working memory development and capacity, at least
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available capacity for a specific task (Henry & Millar, 1993; Van Der Sluis
et al., 2005).

5. Although it has been frequently assumed that the probability of long-term en-
coding is a function of the amount of time an item is maintained in short-term
or working memory, the probability of long-term storage is also a function of
how many times an item enters working memory (Anderson, 1983). Thus,
repeated practice and review is an effective instructional method for all stu-
dents. Regarding reading comprehension, individuals with weak working
memory capacity need ample time to reread sections and need continued ac-
cess to the text while answering questions.

6. The relative importance of each working memory component changes during
development and skill acquisition. For example, the relationship between
visuospatial working memory and learning is stronger in preschool and early
grades (Swanson & Siegel, 2001). The phonological system is more highly re-
lated with reading decoding and reading comprehension in children younger
than 9, after which the executive system plays an equally important role
(Swanson & Siegel).

7. Elementary teachers need to be aware of the evolving role of working memory
in mathematics performance. Through first grade, children rely more on the
visuospatial components of short-term and working memory during mathe-
matics learning and performance. After first grade, verbal and executive working
memory take precedence. These developmental changes should inform curricu-
lum and instruction, as well as remediation. For example, visuospatial presenta-
tion of mathematics problems is very important until the end of first grade.

8. In general, the most influential working memory component when it comes to
academic learning is the executive. The development, capacity, and effective
use of executive working memory has important consequences for academic
learning and performance. Children with executive working memory short-
comings have greater difficulty monitoring resources, utilizing effective strat-
egies, inhibiting irrelevant information, and maintaining task-relevant
information (Swanson & Siegel, 2001). These deficiencies lead to difficulties
acquiring knowledge and developing new complex abilities, especially in lan-
guage, literacy, and mathematics (Gathercole & Pickering, 2001).

9. The direct teaching of rehearsal strategies, mnemonics, and other working
memory strategies can improve the efficiency of working memory (Torgesen
& Goldman, 1977), thereby augmenting academic learning and performance.
For older children, effective executive management strategies should be
taught, such as how to monitor procedures and assess accuracy. For those with
executive working memory weaknesses, external supports, such as cards listing
step-by-step procedures, should also be helpful.
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10. When mathematics performance is being measured, unrelated demands on
working memory should be eliminated or reduced. For example, when reading
skills are adequate, written presentation of word problems will reduce the load
on short-term and working memory. For those with working memory impair-
ments, external aides, such as calculators, should be allowed at an early age.

11. Similarly, for children deficient in working memory, irrelevant information
should be eliminated from mathematics word problems, or, at the very least,
students should explicitly be taught how to distinguish between relevant and
irrelevant information. For example, they might be taught how to underline
relevant information or cross out the irrelevant information.

12. If students with working memory deficits are to attain normal achievement,
they must experience frequent learning situations that place only minimal de-
mands on working memory, thereby allowing them to attain skills and knowl-
edge comparable to peers who possess average working memory capabilities. In
particular, the methods and materials used with students who have a learning
disability should keep working memory processing demands to a minimum.

13. Finally, teachers should encourage the development and application of related
cognitive processing strengths that allow learners to compensate for their
working memory weaknesses.
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S
everal years ago, after the release of the Wechsler Intelligence Scale for Children
Fourth Edition (WISC-IV; Wechsler, 2003), the Wisconsin Department of
Public Instruction began receiving phone calls from concerned school psychol-

ogists who had been using the new scale. The WISC-IV was different from its prede-
cessor, the WISC-III, in that it had a Working Memory Index and more working
memory and processing speed subtests were included in the computation of the Full
Scale IQ (FSIQ). Some school psychologists were reporting that the additional work-
ing memory and processing speed subtests were ‘‘pulling down’’ the FSIQ of students
referred for learning disabilities, preventing the students from qualifying for learning
disability services. At the time, a discrepancy model was being used to determine
eligibility; thus, higher FSIQ scores were needed to produce a significant discrepancy
between FSIQ and achievement scores. Some of the callers asked if they could
omit the working memory and processing speed scores from computation of the
FSIQ. Later, the publisher of the WISC-IV (Wechsler, 2003) would offer that
option by providing norms for a 6-subtest FSIQ called the General Ability Index
(GAI).

It is ironic that one of the strongest indicators of a learning disability, a low work-
ing memory score, was thought to be preventing the identification of learning disabil-
ities. Since then, the discrepancy model has been abandoned, providing an
opportunity for appropriate diagnostic use of low working memory scores. Even be-
fore the discrepancy model met its demise, some psychologists (e.g., Naglieri, 1999)
were suggesting that we should look for consistency between processing scores and
achievement, instead of discrepancy. That is, if a processing weakness is accounting
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for an academic skill deficit, then both scores should be low, instead of related cogni-
tive processing scores being significantly higher than the academic skill score. For
example, when working memory and basic reading skills scores are both low, there is
evidence of a learning disability in basic reading skills.

Proponents of the Response-to-Intervention (RTI) model now being applied in
most states argue that working memory and other processing scores are just as irrele-
vant as FSIQ because they provide no information about the existence of a disability
or about interventions. This author agrees that the FSIQ and the discrepancy ap-
proach were ineffective diagnostic methods and that the FSIQ provided little direc-
tion about course or outcomes of intervention. However, given the extensive evidence
documenting the relationships between working memory and specific learning dis-
abilities (see Chapter 5), working memory and other related processing scores can
provide valuable information in the determination of learning disabilities. This au-
thor also believes that treatment for working memory impairments is an appropriate
component of a disabled student’s educational plan (see Chapter 9). Advocates for
RTI might respond to these arguments by saying that the cause of the learning dis-
ability is irrelevant and that educational interventions should focus on proven aca-
demic methods. They also believe that RTI can be used to identify students with
learning disabilities. In RTI programs, students who do not obtain academic bench-
marks receive increasingly intensive educational interventions. Students who do not
respond to these evidence-based interventions are determined to have a learning dis-
ability. Unfortunately, for students with learning disabilities, RTI programs may be
delaying the specialized interventions and individualized education that they need. In
many instances, low working memory scores could have predicted academic failure
and the need for special education (Gathercole, Brown, & Pickering, 2003). From
this author’s experience, it is frequently a deficit in working memory, or some other
related process, that prevents students with learning disabilities from responding well
to interventions. As such, their failure to respond to regular education interventions
could have been predicted.

If working memory tests measure a capacity that is crucial for cognitive function-
ing and fundamental for academic learning, then working memory measures should
be a central part of every assessment of cognitive abilities, especially when learning
difficulties are a referral concern. An abundance of empirical evidence confirms that
deficiencies in working memory skills are implicated whenever learners have difficulty
acquiring any academic skill (e.g., Gathercole et al., 2005). Given the strong relation-
ships working memory has with all areas of academic learning, working memory
scores can provide valuable diagnostic information. Even if working memory scores
are not used for diagnostic purposes, they can provide a better understanding of the
learner’s cognitive strengths and weaknesses. Once a learner’s processing strengths
and weaknesses have been identified, this knowledge can be used in designing indi-
vidualized interventions and appropriate educational programming. Educational in-
terventions are likely to be more effective when they take into account the specific
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processing weaknesses associated with the learning problem. For example, there are
many potential processing problems that can account for a delay in basic reading
skills. An intervention for a student with a phonemic awareness deficit should be
distinct from an intervention designed for a student whose phonemic awareness is
normal but whose working memory is deficient. Thus, assessment of working mem-
ory and related cognitive processes should be conducted with treatment in mind.

Although a comprehensive assessment of working memory and related cognitive
processes is recommended when students are referred for learning problems, the infor-
mal methods and standardized tests should vary somewhat, depending on the specific
referral concerns, the age of the student, and the measurement tools available. As
such, there is not a standard battery for testing working memory; assessment proce-
dures should be individualized for each case. The selection of informal procedures
and tests should be determined by the hypotheses generated to account for the specific
learning problems. Systematic planning before conducting an assessment is likely to
increase the efficiency of the process and the usefulness of the results. Similarly, there
is no standardized interpretative procedure that applies to all working memory test
results. Also, the meaning of any given test score varies, depending on the examinee’s
other abilities and characteristics. Furthermore, the level of functioning indicated by
test scores needs to be corroborated by other assessment data. In essence, the interpre-
tation of test results should be based on both statistical analysis and clinical judgment.

In addition to recommendations for planning and organizing selective, cross-
battery testing, this chapter describes informal assessment methods and materials that
include interviews, observations, and records review. General guidelines for selecting
and using working memory subtests, tests, factors, and batteries are offered (see also
Chapters 7 and 8). To provide the reader with a knowledge base for subtest selection,
a variety of working memory assessment paradigms are explained in detail, along with
their intended use. The information will allow readers to determine which memory
systems and which working memory components are tapped by various types of
memory subtests. Furthermore, there are recommendations for assessing cognitive
processes that are closely associated with working memory. Most importantly, this
chapter contains detailed procedures for analyzing and interpreting working memory
test results. The analytical and interpretative procedures apply to any and all working
memory test batteries, especially those constructed in a cross-battery fashion. (Test-
specific interpretative suggestions are provided in Chapters 7 and 8.) In addition, this
chapter will confront the challenges associated with working memory assessment.

Working Memory Assessment Challenges

Psychologists and related practitioners must resolve several challenges when conduct-
ing a formal assessment of working memory. To begin with, there are no recently
normed test batteries that are designed specifically for an in-depth assessment of
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working memory. (At least not any that are normed in the United States.) Several
cognitive and memory scales include measures of short-term and working memory.
Unfortunately, the majority of these scales only tap certain aspects of working mem-
ory; for example, some only tap the phonological and verbal dimensions of working
memory while ignoring visuospatial components. These half-measures force the prac-
titioner to administer additional instruments in a cross-battery fashion (discussed
later in this chapter) whenever a comprehensive assessment is desired. Other batteries
classify all types of temporary storage and processing either as short-term memory or
as working memory, leaving the practitioner the responsibility of trying to separate
the two. Cognitive batteries and memory scales seldom differentiate well between
short-term memory and working memory, even when subtest and composite names
indicate such. For example, digit span, the most widely used measure of temporal
memory, has traditionally been used to produce a scaled score that combines digits
forward and digits backward. Unfortunately, this procedure confounds assessment of
two distinct memory components: phonological short-term memory (measured by
digits forward) and executive working memory (measured by digits backward). Not
surprisingly, digit span is sometimes categorized as a short-term memory subtest and
sometimes classified as a working memory subtest.

For practitioners who wish to differentiate among a client’s processes and compo-
nents within short-term and working memory, selective testing and clinical interpre-
tation is necessary. In nearly all batteries, working memory subtests do not
discriminate well between subprocesses within working memory. One reason is that
span measures taken during concurrent processing tasks are used to measure the ca-
pacity of executive working memory instead of attempting to directly measure an
executive function, such as inhibition. Consequently many working memory subtests
are appraising multiple aspects of working memory and short-term memory. More-
over, no standardized tools are available that explicitly attempt to assess Baddeley’s
episodic buffer or the ability to maintain long-term representations in an active,
quickly retrievable state, an essential aspect of most contemporary theories. Also,
there are no measures that allow direct assessment of specific working memory oper-
ations, such as the ability to recode visuospatial input into verbal code.

Another concern with existing cognitive and memory instruments is that, despite
the perceived importance of strategies, there is only one scale that attempts to assess
their influence: The Swanson Cognitive Processing Test (S-CPT; Swanson, 1995;
reviewed in Chapter 8) attempts to broadly assess the use and impact of memory
strategies on working memory performance. Span procedures, the most common
form of measurement, provide little indication of strategy selection, use, or efficiency.
In fact, digit span does not even correlate with strategy selection and efficiency (Imbo
& Vandierendonck, 2007). Of course, examinees are often utilizing strategies, such as
subvocal rehearsal. Following the paradigms of laboratory researchers, some test au-
thors have designed tasks that prevent strategy use by introducing irrelevant interfer-
ence. Sometimes, the intent of interference is to measure pure short-term memory
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span. Pure short-term span is thought to indicate the capacity of short-term memory
when it receives no assistance from working memory. To obtain a pure span, distract-
ing interference is introduced that prevents rehearsal and further processing of the
stimuli. It is not surprising that such restricted measures are poor predictors of aca-
demic performance. In the real world, short-term and working memory operations
typically function in conjunction with concurrent processing and strategic
applications.

From the perspective of contemporary theories of working memory and the ap-
plied model proposed in this text, another major concern with existing measures is
their complete failure to assess the interaction between long-term and working mem-
ory, as well as long-term memory’s contributions to short-term and working memory
(Masoura, 2006). For example, almost no existing measures provide a means of de-
termining how much recall can be attributed to short-term storage and how much to
long-term storage, a problem that might be solved by the opportunity to contrast
retention of words with that of nonwords. Moreover, omitting any attempt to factor
in the influence of long-term memory or long-term retrieval results in an incomplete
picture of total working memory capacity. The amount of information currently ac-
tive in working memory may be greater than indicated by the length of a short-term
memory span; that is, memory span may not provide an accurate appraisal of total
working memory capacity (Richardson, 1996b). Similarly, some tasks identified as
long-term memory subtests may actually be measuring working memory
components.

To complicate matters further, existing assessment tools, as well as texts on the
subject, provide little guidance on when to assess and how to interpret related proc-
esses. For example, discovery of a phonological short-term memory impairment in a
preschooler should mandate testing of phonological processing. Furthermore, there
are multiple interpretation challenges when trying to make sense of data gathered
during a multidimensional assessment of working memory. For instance, how does
a six-digit span impact learning differently than a five-digit span? From a broader
perspective, it is difficult to determine the ramifications short-term and working
memory scores have for academic learning and interventions.

Finally, one has to wonder how often we are actually measuring working memory
capacity. The typical working memory subtest is a dual-task paradigm that requires
examinees to concurrently perform a secondary task that prevents strategy use and
adds to the working memory load. The outcome of adding to the working memory
load is typically a reduction in short-term memory span, such as the decline in span
from digits forward to digits backward. In one sense, it is paradoxical because we
believe that working memory capacity is greater than that of short-term memory ca-
pacity alone. On the other hand, the effect of the secondary task is to mostly prevent
working memory from assisting short-term memory through rehearsal. So, the result-
ing span may be nothing more than an indication of pure short-term memory span.
What does pure short-term memory span tell us about overall working memory
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performance and capacity? Would it not make more sense to measure working mem-
ory capacity by presenting examinees with a complex task and allowing them to freely
use all of their resources and strategies to preserve information? Wouldn’t that be a
more accurate appraisal of real-world working memory functioning? Fortunately, the
additional processing required during many complex test activities does not totally
disrupt efforts to maintain information. Nonetheless, preventing working memory
from full normal functioning when trying to evaluate it seems counterintuitive. Ex-
perimental assessment paradigms originally designed to determine the extent of re-
source sharing between memory systems seem to have questionable validity when the
purpose is to measure the overall level of an individual’s working memory capacity.

Perhaps working memory measures should not be so harshly criticized; all types
of psychological testing present challenges. And all types of test performance are
subject to various influences. For example, at first glance, a digits forward subtest
appears to be a narrow measure of temporary phonological storage. Nevertheless, it
cannot be assumed that only passive storage is being tapped, as some examinees may
be using sophisticated executive strategies to extend the span. Clearly, there is a need
for additional assessment tools that are designed to specifically measure and differ-
entiate among critical aspects of working memory. Until such products become avail-
able, this chapter and the following two chapters are intended to provide
practitioners with appropriate guidance, particularly in test selection and the inter-
pretation of results.

Distinguishing Between Short-Term and Working
Memory Measures

Most of the standardized working memory subtests found in contemporary test bat-
teries have their origins in experimental research paradigms. The theoretical basis for
the majority of these research paradigms and associated subtests is Baddeley’s (1986)
tripartite model. Because Baddeley views the short-term stores as subsidiary compo-
nents of working memory, many standardized measures take the same perspective,
resulting in ‘‘working memory’’ subtests and factors that do not discriminate between
short-term memory and working memory. Despite the lack of differentiation, most
test authors adhere to the traditional definition of working memory as processing
while trying to retain information in the short-term. Given this definition, a subtest
is considered a measure of working memory whenever mental processing is required
while trying to maintain information, and a subtest is considered a measure of short-
term memory whenever storage but no additional processing is required. The assess-
ment challenge is not that some measures of working memory contain elements of
short-term storage, but that test batteries often do not provide measures that isolate
short-term memory. The ability to measure short-term memory and working mem-
ory separately is important because the functions are different.
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Even when test batteries have separately labeled subtests and factors, the titles may
not accurately reflect what is being measured. For example, many subtests identified
as short-term memory tasks may be primarily measuring working memory. To deter-
mine whether a subtest is primarily measuring short-term memory or working mem-
ory, consider the task and ask:

1. Is passive, serial recall of the information the only requirement? If so, the task
can be classified as short-term memory.

2. Is any manipulation or transformation of the information required? If so, the
task is essentially measuring working-memory functions.

3. Is any concurrent or intervening processing required, such as the insertion of an
interference task? If so, the task clearly involves working memory.

4. Are both storage and processing required? If so, the task is primarily measuring
working memory.

5. Does the task involve the concurrent retention of both visuospatial and verbal
information or the recoding of one modality into the other? If so, it is primarily
measuring working memory.

Short-Term and Working Memory Testing Paradigms

Nearly all measures of short-term and working memory developed to date involve the
measurement of span. In general, memory span is defined as the maximum amount
of sequential information an individual can remember accurately (Gathercole, 1999).
In measurement, span is the number of items the examinee can recall after a short
interval; usually, the items must be recalled in serial order. A span procedure typically
begins with only one or two items to remember. When the individual responds cor-
rectly to enough trials at a given level, the amount of material to be remembered is
increased, usually by one item at a time. Short-term memory span is the number of
items retained when no concurrent processing is required, whereas working memory
span is the number of items recalled after processing the same or other information.
Span activities can be classified as either simple span or complex span. Simple span is
presumed to measure short-term memory, whereas complex span is considered a
measure of working memory. Measures of simple span require only the passive reten-
tion of information. Examples of simple-span tasks include the serial recall of letters,
digits, words, or nonwords.

Complex span activities require effortful processing of information while trying to
retain a list of items for a short interval (Bayliss, Jarrold, Baddeley, & Gunn, 2005).
Complex spans are considered measures of working memory because they require the
involvement of executive working memory. The classic example of a complex-span
task is the reading span task (Daneman & Carpenter, 1980) in which the examinee
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reads aloud a sentence, responds to a simple question about it, and then later must
sequentially recall the final word of each sentence. Other complex span activities in-
clude listening span, operation span, and counting span. Whereas simple-span tasks
are used to measure phonological short-term memory, complex-span activities meas-
ure verbal and executive working memory. Complex-span tasks require the coordina-
tion of storage and processing—coordination is one of the primary functions of
executive working memory. Although verbal working memory plays a role, individual
differences in complex-span tasks seem to be primarily due to differences in the exec-
utive component of working memory (Conway et al., 2002).

Complex-span tasks are usually constructed in a manner that is intended to repli-
cate real-world memory functioning, such as that which occurs while reading for
comprehension. This may be why complex spans generally have higher correlations
with academic learning and higher cognitive functions than simple spans do. There
is no denying that complex-span activities put executive working memory to the test.
It is the responsibility of executive working memory to cope with the challenge of
retaining information while minimizing the impact of the interference that has been
introduced. If the interference cannot be inhibited, rapid switching between process-
ing the interference and rehearsing the information may preserve some of the span.
Therefore, the span resulting from complex-span activities does allow us to make
inferences about the effectiveness of executive working memory. A sub-average com-
plex span is one indication of a deficiency in executive working memory.

In the following sections, several common measurement paradigms are categorized
and described (see Table 6.1). All of these have been used in experimental research
and the majority have been incorporated into one or more standardized test batteries.
Additional working memory assessment paradigms may be found in Strauss, Sher-
man, and Spreen (2006).

Phonological Short-Term Memory

Forward Digit Span

Nearly everyone in education and psychology is familiar with the most frequently
used measure of short-term and working memory. Joseph Jacobs, a London school-
master who wanted to measure the mental capacities of his pupils, developed the first
digit span test in the 1880s. It was later incorporated into Binet and Simon’s 1905
intelligence scale and has been a mainstay of cognitive assessment ever since. Forward
digit span measures phonological short-term memory, whereas backward digit span is
categorized under executive working memory. Compared with forward span, back-
ward span usually yields a reduction in span of at least one digit, with more of a
reduction with older subjects. In most standardized procedures the examiner says the
digits at the rate of one per second, although some tests double the presentation rate
to reduce the opportunity for rehearsal. Some applications also explicitly prevent ex-
aminees from chunking the numbers when responding.
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Letter Span

Almost identical to digit span in structure and administration, letter span, which also
has a backwards option, is ideal for use with examinees who are deficient in mathe-
matics skills. Delayed mathematics development can influence the recall of digits,
producing a score that underestimates overall phonological short-term storage capa-
bility. Letter span also keeps the processing close to the phonological level because
letters activate fewer meaning-based long-term representations than words.

Word Span

As the name implies, word span is a series of words the examinee must recall in order.
Like digits, they are typically presented at the rate of one per second. The words
should be unrelated and categorical groupings should be avoided so that verbal work-
ing memory and long-term representations have less impact on performance. Also,
the words should be relatively short, typically one or two syllables in length. Because
of the influence of total articulation time on retention, spans with a greater number
of syllables are more difficult to maintain than spans with fewer syllables.

Nonword Span

Nonwords, also know as pseudowords or nonsense words, are particularly ideal mate-
rial for narrowing the assessment to simple phonological short-term memory span.
With nonwords, the examinee cannot rely substantially on long-term semantic mem-
ory to supplement recall, as such items have no long-term representations other than
basic phonetic properties. Consequently, when articulation time is equivalent,

Table 6.1 Common Measurement Paradigms for Memory Components

Short-Term

Phonological

Short-Term

Visual

Working

Verbal

Working

Visuospatial

Working

Executive

Long-Term

Retrieval

Forward

digit

span;

Letter span;

Word span;

Nonword span

Forward

block-tapping

span;

Visual digit

span

Memory for

sentences;

Memory for

stories;

Listening

span;

Reading span;

Operation span

Backward

block-tapping

span;

Counting

span

Backward

word span;

Backward

digit span;

Computation

span;

Trail-making;

Stroop;

Trail-making;

N-Back;

Random Generation

Retrieval

fluency;

Rapid

automatic

naming
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nonword span is typically shorter than word span. The best nonwords are those that
bear almost no resemblance to recognizable syllables or words, and the number of
syllables in each nonword should be limited to two. Also, sequences of nonwords
should not include any items that rhyme. Individuals with phonological processing
problems often have even more difficulty with nonwords than actual words. Interest-
ingly, nonword span is a better predictor of vocabulary development than is word
span (Gathercole, 1999).

Verbal Working Memory

Phonological short-term memory handles verbal information when only a few verbal
items are involved and no transformation of the information is required. In contrast,
verbal working memory is required when the information is long and complex, is
more meaningful, needs to be manipulated, or when long-term semantic memory
plays a significant role during recall. The purest measures of verbal working memory
are those that do not introduce interference, a dual-processing task, or a secon-
dary processing task. Thus, the complex spans classified here as verbal working mem-
ory tasks also tap executive working memory. Verbal working memory span tasks also
depend on knowledge and processes beyond working memory; for example, many
tasks involve verbal ability and some tasks require quantitative ability (Conway et al.,
2003).

Memory for Sentences

Memory for sentences may be the purest form of verbal working memory, as it does
not involve any dual processing that would enlist executive working memory proc-
esses. It also has the benefit of being distinct from phonological storage because
meaning-based encoding will occur with sentences, resulting in spans that are signifi-
cantly longer than spans for series of unrelated words.

Memory for Stories

Another short-term retention activity that is a relatively pure form of verbal working
memory involves the retelling of brief stories. Immediately after hearing a story, the
examinee is directed to retell as much of the story as he or she can remember. Com-
plete and sequential recall is not required; points are awarded for each key element
recalled and paraphrasing is usually allowed. Even more so than memory for senten-
ces, success at this meaning-based task will depend heavily on support from activated
long-term semantic memory structures.

Reading Span

Reading span, the complex-span task originally developed by Daneman and Carpenter
(1980), has been a prototype for many verbal and executive working memory meas-
ures. Reading span typically requires the examinee to read a series of sentences and
then sequentially recall the final word of each sentence. The task has been used in a
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variety of forms; for example, one version limits rehearsal by requiring a simple re-
sponse to each sentence (Duff & Logie, 2001). Sentences that are more complex are
thought to lead to a greater demand on working memory resources and a consequent
reduction in span.

Listening Span

With listening span, the examiner reads a series of sentences to the examinee, and
then the examinee recalls the final word of each sentence. The task can be made more
challenging by inserting a question, typically a verification question, the examinee
must answer before the next sentence is read. For example, the sentence might be
‘‘Cats bark at dogs,’’ followed by the question ‘‘Is that true?’’ A cloze procedure can
also be used with listening span (Siegel & Ryan, 1989). In this version, the examiner
reads aloud sets of short sentences in which the final word is missing—for example,
‘‘Apples are red and bananas are ———.’’ Examinees are instructed to complete the
sentences. When all the sentences in the set have been completed, the examinee must
repeat, in order, the words he or she used in completing the sentences. The word used
to complete each sentence should be obvious, but selection of the correct word is not
required.

Operation Span

The operation span task is another complex-span task similar to reading span. Sub-
jects read aloud a mathematical equation and then state whether or not the equation
is correct before reading a word aloud. Another variation is to have examinees solve a
simple math problem before being exposed to the stimulus word. After completing a
set of such items, subjects must recall the words in the correct sequence (Engle,
2002).

Visuospatial Short-Term Memory

Visual Digit Span

Rather than hearing orally presented digits, the examinee views printed digits.
Although some tasks display the entire set of digits simultaneously, it is best to un-
cover one digit at a time at the rate of one per second. Sequential presentation seems
reasonable when ordered recall is required, and it reduces the opportunities for
chunking. Moreover, a direct comparison with auditory digit span is more valid
when the method of presentation is similar.

Block-Tapping Span

The classic Corsi block-tapping task, or variations thereof, is often used to assess vi-
suospatial short-term and working memory. The Corsi block task, which consists of
an array of nine randomly placed blocks, is the visuospatial equivalent of digit span.
Thus, the forward span is a measure of visuospatial short-term memory, whereas the
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backward span measures visuospatial working memory and executive working mem-
ory. To administer the task, the examiner taps or touches a set of two to nine blocks
in a preselected random sequence at the rate of one per second. Examinees must then
recreate the tapping sequence. In models that distinguish visual and spatial memory,
the Corsi task is thought to primarily measure spatial span (Baddeley, 1996). In nor-
mal individuals, Corsi block span is typically about two items less than aural digit
span.

Visuospatial Working Memory

Counting span involves counting a series of visual arrays and subsequently recalling
the totals in order. An informal version can be constructed with index cards. The
examinee counts the dots on the card (usually an amount not exceeding 10), turns
the card over, and reports the number of dots. Then a second card is added and, after
counting the dots on it, the examinee reports the number of dots that were on the
first card followed by the number on the second card. More cards are added to in-
crease the difficulty level. A variation that prevents grouping of dots for quick count-
ing is to intersperse red dots with black dots and have the examinee count only the
red dots.

Executive Working Memory

The dual-task technique is the classic method for assessing executive working mem-
ory. Dual-task activities require the subject to simultaneously perform two tasks—the
primary and the secondary. The primary task is the short-term maintenance of stim-
uli. The secondary task is designed as interference with the purpose of disrupting any
strategies that would facilitate maintenance of the information in the primary task.
The introduction of interference assures the involvement of executive working mem-
ory. The notion behind the dual-task paradigm is that there is a limited pool of work-
ing memory resources that the primary and secondary tasks must share. Without the
full amount of resources usually available, performance on the primary task (retaining
the information) is presumed to decrease. Dual-task measures apply well to working
memory functioning in the real world. For example, in the classroom, students must
continually deal with distracting interference, some of it internally generated. In or-
der to introduce the most interference, the secondary tasks should be in the same
modality. For example, the maintenance of visuospatial information is disrupted by
concurrent visuospatial tasks but not by secondary verbal tasks (Olive, 2004). Be-
cause of the additional complexity, memory spans measured with executive process-
ing components are often shorter than their uninterrupted, straightforward memory
counterparts (phonological short-term memory or verbal working memory). For in-
dividuals with an executive working memory deficiency, their difficulty will become
more pronounced as the complexity of dual-processing increases. Individuals who do
not display a decrement in span usually take longer to complete the secondary task,
probably because they are shifting back and forth between the two tasks. In addition
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to the following tasks, all of the complex span tasks listed under verbal working mem-
ory involve executive working memory to some degree.

Computation Span

Computation span is another variation of complex span (De Jong, 1998) in which
the examinee must retain digits while making simple computations. The examinee
orally reads simple addition and subtraction problems and gives the answers aloud.
After each computation, the examiner orally presents a digit. To prevent rehearsal,
the examinee is required to begin the next problem immediately after presentation of
the digit. After the series of computations is complete, the examinee must recall the
digits in order.

Star Counting

Star counting is a task that especially requires inhibition. In the first part, the exam-
inee is directed to count stars in rows of differing amounts, with the number at the
beginning of the row showing the total number of stars in that row. However, a plus
or minus sign is inserted at varying locations between the stars. These signs indicate
the direction, forward or backward, in which subsequent stars have to be counted.
The final count is the answer to the item. In the second part, more inhibition is
required, as the meaning of the signs is reversed, with a plus meaning backward
counting.

Stroop Task

In experimental research, the classic Stroop task has been repeatedly used to measure
working memory, specifically the executive ability to focus attention and to inhibit
overlearned responses or irrelevant information. The most challenging Stroop task is
to read a list of color words that are printed in ink colors incongruent with the
printed word (e.g., the word red in green ink).

Trail-Making

Cognitive psychologists have used trail-making tests to assess the ability to switch
between operations or retrieval strategies. This paper-and-pencil task usually consists
of numbers or letters on a page that must quickly be connected in numerical or al-
phabetical order. Difficulty may be increased by combining numbers and letters and
requiring the examinee to connect them in an alternating fashion (e.g., 1-A-2-B).

N-Back

The n-back task is another popular cognitive neuroscience paradigm that has been
widely used. The general procedure requires the examinee to respond to a stimulus,
for example a number, when it matches a previously presented item that is a prede-
termined number of items back. The presentation of stimuli and reporting by the
examinee is continuous (Cicerone, 2002). For example, using a deck of cards in a
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2-back task, the participant is required to name the card that was exposed two cards
prior to the one currently exposed. So if the exposure sequence is ‘‘10,’’ ‘‘2,’’ ‘‘6,’’
‘‘8,’’ the subject says ‘‘10’’ when the ‘‘6’’ is exposed and ‘‘2’’ when the ‘‘8’’ is exposed,
and so on. The n-back task is often used to measure executive functioning. Recently,
the validity of the n-back task was challenged by Kane, Conway, Miura, and Colfiesh
(2007), who argue that the n-back task may not be a valid measure of working mem-
ory as it does not correlate significantly with other measures of working memory
span.

Random Generation

Random generation is another task that is typically employed with a concurrent stor-
age task. In this approach, the subject must randomly generate numbers, letters, or
words from a semantic category while avoiding repetitions. With letters, subjects
sometimes are required to generate triads while avoiding acronyms, natural letter se-
quences, or words.

Verbal-Spatial Association

A new working memory measurement paradigm was recently proposed by Cowan
et al. (2006). They developed an experimental task that requires verbal-spatial associ-
ations. The task involves remembering the location of names presented on a com-
puter screen. Such a task is thought to measure working memory for abstract
information. The task is also unique in that it creates a challenging working memory
measure without introducing an unrelated processing task that disrupts normal work-
ing memory functioning or prevents retention strategies. The new paradigm may also
be the first to tap Baddeley’s episodic component of working memory. Thus, the task
is similar to real-world functioning in that cross-modal associations are required.

Long-Term Retrieval

Retrieval Fluency

Tasks of this nature are sometimes referred to as associational fluency or verbal fluency
tasks. These activities are intended to measure the examinee’s speed of long-term
memory retrieval. During these effortful searches, semantic categories, such as food,
are commonly used, but initial phoneme sounds are also used sometimes. Working
memory plays a role during directed searches; for example, working memory deter-
mines whether retrieved items meet search criteria.

Rapid Automatic Naming

Rapid Automatic Naming is a timed long-term retrieval task found in several types of
scales, including achievement batteries. Typically, the examinee is required to say the
names of symbols or pictured objects. Proficiency at the task is influenced by several
factors, including processing speed and the strength of the associations stored in
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long-term memory. Rapid Automatic Naming probably requires fewer working
memory resources than retrieval by category.

Paired Associate Learning

As learning is inextricably linked to memory, most memory batteries include learning
subtests that involve repeated trials of the same information. These tasks require the
examinee to learn pairings of unrelated words or pairings of words with symbols.
The activities are distinct from short-term and working memory paradigms in that
there are repeated trials during which corrective feedback is provided. Such subtests
are intended to measure how efficiently the examinee can learn novel material.
Although long-term retention is necessary, working memory is thought to play an
essential role because new information must be encoded meaningfully—a function
of working memory. The benefit of including such tasks in working memory testing
is that they allow clinicians to assess how the individual’s working memory is influ-
encing learning. Nonetheless, for the sake of consistency, paired associate and related
learning tasks should be interpreted as measures of learning, not working memory
per se or even as the long-term retrieval function associated with working memory
(see working memory component definitions in Chapter 3). Also, delayed-recall
subtests should be interpreted as measures of long-term storage, a capacity that is
distinct from short-term and working memory capacities.

Hypothesis-Driven Assessment of Working Memory

Psychologists and related professionals who conduct psychological and educational
evaluations often come across individuals who have been suffering from a disability
but have never been diagnosed. Sometimes these individuals have been evaluated pre-
viously but the disability was missed or another disorder was diagnosed instead. For
example, young children with learning and behavior problems are sometimes diag-
nosed with ADHD when they actually have a learning disability. Even when children
are correctly diagnosed with a specific learning disability, the underlying cause of
their learning problems usually remains unknown or is misunderstood. The occur-
rence of misdiagnoses and the limited understanding of why an individual has learn-
ing problems can often be attributed to assessment procedures that missed the mark
or were too superficial. Such assessment procedures usually consist of ‘‘standard bat-
tery’’ procedures (i.e., the same procedures and the same set of tests are used in every
case, regardless of the specific referral concerns). An alternative that can reduce
misdiagnoses and increase in-depth understanding of the individual is to adopt a
hypothesis-driven approach to psychoeducational assessment that results in an indi-
vidualized assessment plan for every referral.

Prior to selecting informal procedures and standardized tests, evaluators should
generate and select hypotheses that account for the specific referral concerns. Referral
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hypotheses are statements that explain or account for the presenting problem. These
hypotheses get at the underlying cause of the problem or at why the problem is occur-
ring. In a sense, referral hypotheses point toward the suspected deficit. Whether we
express them or not, we all generate hypotheses about other people’s problems; for
example, when we suspect someone is performing poorly because he or she lacks
motivation, we have, in effect, hypothesized that the individual lacks motivation.
This text promotes hypotheses for working memory and related processing problems
but evaluators should not restrict hypotheses to these domains; behavioral instead of
cognitive hypotheses can also be chosen.

The generation and selection of appropriate memory and processing hypotheses
begins with a careful examination of the presenting problems. Especially when it
comes to assessing memory, the referral reasons need to be examined and clarified so
that all relevant concerns are investigated. This preassessment step may require a pre-
liminary interview with the client or person making the referral to determine the
precise nature of the concerns. Simply relying on the initially stated presenting prob-
lems is often ineffective because the individual seeking an assessment or intervention
often fails to report important behaviors or performance. The client or the person
making the referral may posit some hypotheses of their own. If these hypotheses are
appropriate, they should be considered and included in the assessment plan. For ex-
ample, a parent will sometimes hypothesize that poor instruction is the cause of the
child’s reading problems. Such a hypothesis should be considered but will not be
included in a psychoeducational assessment. The generation and selection of referral
hypotheses can be completed once all of the referral concerns have been examined
and clarified. One structured approach to accomplishing this task is to use the Work-
ing Memory Assessment Plan form provided in Appendix B. When learning disabilities
are a possibility, hypothesis-driven assessment planning keeps the focus on working
memory components that have the strongest relationships with the areas of academic
deficiency. For example, whenever basic reading decoding skills are a concern, the
first memory-based hypothesis should be that the examinee has a significant weakness
in phonological short-term memory. After logical or empirically based hypotheses
worthy of investigation have been selected, the examiner selects assessment methods
(e.g., observations, interviews, and standardized tests) that will allow the testing of
each hypothesis. The case of Joey (introduced in Chapter 5) will be used to illustrate
hypothesis-driven assessment planning (see Table 6.2). In Joey’s case, extreme diffi-
culty in basic reading decoding is one of the primary concerns. Hypotheses with a
high likelihood of explaining this difficulty are: (a) Joey has difficulty decoding be-
cause of weak phonological processing; (b) Joey has difficulty decoding because of
weak phonological short-term memory; and (c) Joey has difficulty decoding because
of weak long-term storage and retrieval. For some reminders of plausible memory
and processing hypotheses see Tables 5.2 and 5.3 in Chapter 5.

After the memory and processing hypotheses have been selected, the next step is to
determine the best assessment procedure for testing each hypothesis. In many cases,
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an informal procedure, such as an observation, will provide enough data to test one
or more hypotheses. For other hypotheses, standardized testing will be necessary. In
most situations, one instrument, such as a comprehensive memory scale, can be used
to test several hypotheses. For many hypotheses, a single subtest will provide an ad-
equate test of one hypothesis; however, the use of two subtests provides a more reli-
able sampling of the component or process being investigated. Selection of a specific
subtest should be based on the extent to which the subtest measures the specific
underlying process thought to account for the problem. To determine subtest classi-
fications based on the Integrated Model of Working Memory, see Chapters 7 and 8
and consult Appendices A and E. The hypothesis-driven method meshes well with a
cross-battery, selective testing approach (discussed later in this chapter) because selec-
tive testing limits standardized testing to the subtests that address the hypotheses,
avoiding administration of entire batteries just because they contain the subtests
of interest. For example, in Joey’s case (see Table 6.2), only one subtest from the
Woodcock-Johnson III (WJ III) was selected to test the phonological short-term
memory weakness hypothesis, and two WJ III subtests were selected to test his long-
term storage and retrieval. Effective use of the hypothesis-testing approach depends
on delaying the selection of standardized measures until after the hypotheses have
been identified. In conclusion, memory and processing assessment should be hypoth-
esis driven, not battery driven. Selecting the instrument(s) in advance of choosing
hypotheses, or using the same instruments with every assessment, is not only ineffi-
cient but poor practice as well.

After hypotheses that account for the problems have been selected, it may be nec-
essary to expand the assessment further. One drawback to limiting testing to the areas
of concern is that potential strengths are ignored. Assessing strengths creates a bal-
anced view of the individual and allows the identification of assets that can be utilized
during interventions. There are also instances when not enough is known about the
individual’s difficulties, as in the case of a young child, or the individual is experienc-
ing a broad range of difficulties related to working memory. In such cases, a more
comprehensive assessment that goes beyond the derived hypotheses is warranted.
Nonetheless, ‘‘standard’’ assessment batteries and redundant testing should still be
avoided. In instances where the information is so limited that it is difficult to select
any plausible hypotheses, it may be best to begin with screening. In such cases, a
broad-based but short measure with high predictive validity will serve the purpose.
For instance, a digit-span task is ideal, as digits forward measures phonological short-
term memory and digits backward measures executive working memory. If perform-
ance on either is subaverage, then these memory components and verbal working
memory should be tested in depth.

From a scientific perspective, the main purpose of generating hypotheses before
collecting and analyzing data is to increase the objectivity of the investigation and the
interpretation of results. When using a hypothesis-testing approach to assessment, it
is critical that evaluators keep an open mind and avoid hypothesis confirmation bias
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(Hale & Fiorello, 2004). Confirmation bias leads to ignoring data that do not sup-
port a hypothesis while focusing on pieces of data that do support it. The data for
and against a hypothesis should be carefully weighed before reaching a conclusion.
The best way to counteract confirmation bias is to assume that the hypothesis is false
unless there is considerable convergent evidence supporting it.

When hypotheses are selected prior to assessment, they are known as a priori hy-
potheses. As data are collected and analyzed, new insights often arise and more hy-
potheses are added. Also, when the results are inconsistent or are not what was
predicted from the hypotheses, it is often necessary to generate new hypotheses that
account for the unexpected findings. These new hypotheses are referred to as a poste-
riori hypotheses. When additional hypotheses are considered, the examiner should
cycle back to an earlier step in the planning and assessment process. Follow-up test-
ing may be necessary. In some instances, a posteriori hypotheses can be evaluated by
reexamining already existing assessment data.

Basing memory evaluations on hypothesis testing serves several functions and has
several advantages. First, explicitly generating and selecting hypotheses forces the ex-
aminer or multidisciplinary evaluation team to carefully think about and consider the
referral concerns and how best to assess them. Each hypothesis should be one possible
explanation for why the individual is experiencing a specific problem. Second, the
hypothesis approach can increase the understanding of the learner even before assess-
ment begins. Third, following a hypothesis-testing approach truly individualizes the
assessment, forcing the evaluator to abandon a standard battery approach and adapt
to the unique concerns of each case. Fourth, following the hypothesis-testing
method, coupled with selective testing, results in an efficient, time-saving assessment
that avoids redundancies while measuring all of the processes that need to be assessed.
In conclusion, using hypotheses as the basis for assessment planning results in an
individualized, comprehensive, and efficient assessment. Hypothesis-driven assess-
ment should result in an in-depth understanding of the examinee. It also provides
direction for subsequent interventions.

As this point, the reader may be wondering why we should bother with generating
hypotheses—why not complete a comprehensive assessment of working memory in
all cases? The main reason is that it is not necessary in every case. Some specific rea-
sons include:

1. Not all memory components have a strong relationship with every problem. For
example, if the only referral concern is mathematics reasoning (and mathe-
matics calculation skills are above average), it is highly unlikely that phonolog-
ical short-term memory has much to do with the problem.

2. Some hypotheses are determined by the age of the examinee. For example, if a
4-year-old is having speech and language development problems, a hypothesis
involving executive working memory would be premature because executive
working memory has hardly begun to develop.
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3. The functioning level in some memory components may have already been
evaluated during previous testing and found to be quite normal.

4. The functioning level in a memory component may already be a clear strength.
For example, a child with superb spelling, vocabulary, and phonetic decoding
skills is highly unlikely to possess a weakness in phonological short-term
memory.

Multimethod Assessment of Working Memory

A test score alone should never be used to define an individual. Psychological tests
and the scores they produce are fraught with inherent weaknesses, among them mea-
surement error and limited construct validity. When cognitive abilities, such as work-
ing memory processes, are assessed, it is crucial that data collected through other
methods are considered along with the test scores. Informal assessment methods in-
clude observations, interviews, rating scales, and records review. These informal pro-
cedures also have serious drawbacks, such as inconsistent application and being easily
influenced by biases. Moreover, it is difficult to analyze, interpret, and draw suitable
inferences from informally gathered data. Clearly, standardized testing is necessary
during a memory assessment, despite the shortcomings of standardized batteries.
Standardized measures are particularly necessary when a learning disability diagnosis
is being considered or when the goal is to determine whether the examinee has
strengths, weaknesses, or deficits in working memory. Furthermore, contemporary
measures of working memory capacity do reliably predict real-world performance in
academic learning and daily functioning (see Chapter 5). Thus, standardized testing
is recommended whenever working memory weaknesses are hypothesized; however,
informal procedures should always be conducted along with testing. Generally, the
validity of assessment results improves as the number of data-collection methods in-
creases. When different sources of data provide convergent evidence, evaluators can
be more confident of test results. Diagnostic and programming decisions should
never be based on one source of data alone. Best practices in assessment of working
memory and related cognitive processes require multidimensional assessment.

Reviewing Records for History

Unless there has been an acquired brain injury, subnormal capacity in short-term and
working memory has usually been present since birth. That is why gathering the in-
dividual’s history is an important aspect of working memory assessment. Although
much of the history can be obtained through interviews, reviewing available
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psychological and educational records can provide documentation of previous per-
formance and ongoing problems. When reviewing educational records, one must
often play detective in looking for clues indicative of ongoing problems because re-
cords seldom contain explicit comments about memory, especially working memory.
When the records are anecdotal, the reviewer should look for reports of behaviors
that are associated with working memory difficulties (see Table 6.6 for a listing of
working memory related behaviors). For instance, a teacher’s comment that a fourth-
grade student is still using his or her fingers during arithmetic calculation is a sign of
working memory deficiencies. When searching for evidence of ongoing memory and
processing weaknesses, the reviewer should pay particular attention to the first report
of the suspected weakness and how frequently and consistently it has been reported.
Isolated reports should not be accepted as adequate documentation but rather as red
flags that need to be investigated further. Some reported difficulties may be situation-
specific behaviors that serve a function in a particular environment but are not actual
memory or processing deficiencies. Moreover, deficits in basic processes, such as
short-term and working memory, should be evident as soon as a child enters school.
However, deficits in the higher level processes such as fluid reasoning and executive
working memory may not become apparent until the later childhood years when the
frontal lobes become fully developed.

In addition to educational records, a review of medical, neurological, and psycho-
logical reports is pertinent whenever there are concerns about memory and cognitive
processing. When test records are available, it is important for the informed reviewer
to reexamine, reanalyze, and reinterpret the test scores instead of relying on the anal-
ysis and interpretation found in the existing report(s). The primary reason for this is
that previous examiners may have been uninterested or unaware of working memory
measures embedded in the scales that were used. For example, a child may have ob-
tained an extremely low Digit Span subtest score, but it was interpreted as a measure
of distractibility, instead of short-term and working memory. To reanalyze previous
test scores from a contemporary working memory perspective, practitioners should
classify subtests according to the tables in Appendices A and E, use the Working-
Memory Clinical Analysis Worksheet found in Appendix C, and follow the interpreta-
tive guidelines discussed later in this chapter and subsequent chapters.

Interviews

Teacher, parent, and student interviews are an essential component of any compre-
hensive psychoeducational assessment. Information garnered during preliminary in-
terviews can be used to generate hypotheses that will guide remaining assessment and
testing procedures. Subsequent interviewing allows more in-depth investigation of
variables thought to underlie the referral concerns and the test results. Unfortunately,
structured and semistructured interview formats seldom include items specifically
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related to working memory. Therefore, the interviewer must make a special effort to
develop questions that allow assessment of possible working memory impairments.
Information obtained from interviewing should never be used alone to confirm hy-
potheses or reach diagnostic decisions. Rather, interview data need to be corroborated
by other assessment data before their accuracy is accepted.

Teacher Interviews

With teachers, the most efficient and focused strategy is to first clarify the academic
learning concerns. Then, proceed with specific short-term and working memory
items that are known to be highly related with the academic area of concern (see
Table 6.3). For instance, when a third-grader is struggling significantly with mathe-
matics learning and performance, ask about behaviors, such as finger counting, that
are known to be associated with working memory weaknesses. Also, ask questions
intended to identify which working memory components may be implicated. For
example, when older elementary students are referred for math problems, a likely
working memory hypothesis is that there is a deficit in executive working memory.
After questioning the teacher about the student’s ability to stay focused on relevant
information, the interviewer might proceed with asking about a related cognitive
process, such as fluid reasoning. In general, an effective interviewing technique is to
begin with open-ended questions and progress to closed questions. When the

Table 6.3 Suggested Teacher Interview Items for Working Memory

1. What types of learning activities are most difficult for the student?

2. How well does the student remember information?

3. Does the student have difficulties memorizing information?

4. How well does the student retain information during multistep operations,

such as when completing a complex arithmetic problem without paper and pencil?

5. How much repetition does the student require before learning new information?

6. How often does the student ask you to repeat directions?

7. Does the student have any difficulties with listening comprehension?

8. How well does the student stay focused on the task at hand?

9. How well can the student do two things simultaneously, such as listen and take

notes?

10. Is the student slow to recall information that he or she knows?

11. Does the student have difficulty expressing ideas orally or in writing?

12. Does the student seem to be stronger in either visual or auditory learning?

13. What memory strategies, if any, have you observed the student using?

14. To what do you attribute the student’s learning problems?

15. What signs have you observed that indicate the student might have problems with

short-term memory?

Interviews 147



interviewee seems unfamiliar with the behavior in question, the interviewer should
provide examples.

Near the end of the initial interview, it is important to elicit the teacher’s hypoth-
eses regarding the student’s learning problems. The expression of these hypotheses
may illuminate other cognitive difficulties that could account for the concerns. For
example, it may be the teacher’s hypothesis that the student is struggling because of
long-term retrieval problems. One way to encourage the expression of processing hy-
potheses is to ask the teacher why she or he thinks the student is experiencing each
specific learning problem. When teachers seem uncertain about possible memory
and processing hypotheses, the interviewer may need to provide more structure by
asking questions, such as ‘‘Do you think the student is having difficulty with math
because he can’t memorize the facts?’’

Parent Interviews

Whether the evaluation is conducted in a school or a clinic, parents can be a valuable
source of information regarding a student’s working memory functioning. Because
many parents of struggling students attempt to support their child’s learning, parents
are often more aware of the child’s learning and memory processes than might be
expected. Consequently, many of the interview items suggested for teachers in
Table 6.3 can easily be adapted for parent interviews. To make the interview more
relevant, the interviewer should also create items that are specific to the child’s func-
tioning in the home environment. In particular, the interviewer should ask how often
the child forgets to complete daily activities. Also, the interviewer might ask how well
the child remembers to complete all the steps in a multistep task. Similar to teacher
interviews, parents should also be asked questions about strategy use and their hy-
potheses regarding the child’s learning difficulties. A unique feature of parent inter-
views are questions about early development; in particular, interview items about
early speech and language development are especially relevant to working memory.
This author remembers a case where a parent volunteered that she knew her child
had a memory problem when the child could not remember nursery rhymes after
repeated readings. Finally, interviewers should be prepared to offer some consulta-
tion, even during the initial interview. After questioning parents about their child’s
memory functioning, it is often appropriate to explain to them how working memory
functions relate to academic learning.

Student Interviews

Although students vary widely in their ability to self-appraise, student interviews can
also be a valuable source of assessment data. Certainly, students who are middle
school age or older should be directly questioned about behaviors related to working
memory, and age-appropriate interview items also should be attempted with elemen-
tary students. Given the lack of structured interviews that include any items related to
memory, it will be necessary for the interviewer to construct items. Of course, the
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main challenge with student interviews is using age-appropriate terminology and lim-
iting the items to behaviors of which the student is aware. Questions that ask the
student to make inferences about his or her memory are usually inappropriate. It is
important to include items related to strategy use, especially when working memory
interventions are under consideration. See Table 6.4 for some suggested student in-
terview items.

Observations

Observation of behavior is a fundamental assessment method that should be included
in every comprehensive assessment of working memory. To increase the validity of
observations regarding working memory, the observer needs to become familiar with
the intricacies of working memory and the behaviors that are indicative of limitations
or dysfunctions. Knowledge of the relationships between academic functioning and
working-memory processes (see Chapter 5) will also be particularly beneficial when
conducting observations. In addition to an in-depth understanding of working mem-
ory functioning and associated behaviors, the observer should analyze the processing
demands of the task the examinee is engaged in (Hale & Fiorello, 2004). Even an
observer with expertise in working memory needs to be cautious about making infer-
ences from observed behaviors, mainly due to the lack of one-to-one correspondence
between behaviors and processes. That is, any one of several cognitive processes may

Table 6.4 Suggested Student Interview Items for Working Memory

1. Do you ever forget to do something? Can you give me an example? How often

does this happen?

2. Do you sometimes forget what the teacher just talked about?

3. Do you sometimes ask the teacher to repeat directions?

4. Do you sometimes raise your hand in class and then forget what you were

going to say?

5. When you study something, do you have difficulty remembering it the next day?

6. Do you plan things but then forget to do them?

7. When you are writing, do you leave out letters or words without knowing that you

did?

8. Is it hard for you to listen and take notes at the same time?

9. Do you have difficulty memorizing facts?

10. Do you sometimes lose your place when reading?

11. Is it hard for you to do arithmetic in your head?

12. What do you do when you want to remember information that is difficult to

remember?
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underlie a specific observable behavior; for example, observers should not assume that
failure to follow directions can be attributed to a working-memory shortcoming.
Nevertheless, observations serve an indispensable purpose; they provide data that can
be used to corroborate the results of testing.

Observation During Testing

Unstructured observations during the administration of standardized tests can pro-
vide valuable clinical information about the examinee’s working memory strengths
and weaknesses. Insights into an examinee’s working memory functioning can be
gained from observations during any type of testing, not just during working mem-
ory subtests. Familiarity with observable indicators of working memory processes will
increase the examiner’s awareness of behaviors that are noteworthy. Many of the be-
haviors suggested for classroom observation (see Table 6.6) should also be observable
during testing. Because much of cognitive and achievement testing requires complex
processing, there should be ample opportunities to observe how the examinee be-
haves when heavy demands are made of working memory. See Table 6.5 for testing
behaviors that are indicative of an overloaded working memory.

When observing during testing, it is important to note when the behaviors oc-
curred; do not just make general observations after all of the testing is finished. A
convenient method of tracking behaviors is to record the observation alongside the
item or subtest associated with it. After completing the administration, review the
recorded observations and consider the demands of the task at the time each one
occurred. Task analysis can provide insights into which working memory compo-
nents, processes, or strategies may be deficient. Keep in mind that observations gath-
ered during testing are informal data that should be considered, along with other
data, when weighing the evidence regarding possible working memory weaknesses.

Table 6.5 Testing Behaviors Related to Working Memory

—Asking for directions to be repeated.

—Requesting supplemental materials, such as paper when the task is mental arithmetic.

—Inability to work quickly.

—Increasing frustration as the complexity of the task increases.

—Difficulty elaborating upon a response when requested to do so.

—Difficulty retrieving simple information on demand.

—Difficulty staying focused on the task at hand.

Also, observe for these indications of strategy use:

—Whispering or lip movements (subvocal rehearsal).

—Grouping or clustering information (chunking).

—Thinking aloud.
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Classroom Observations

Much can be learned about a referred student’s working memory characteristics
through careful observation of the student in the classroom. At the very least, obser-
vations can lead to hypotheses that can be tested through later formal assessment. It is
most productive to observe the referred pupil when she or he is engaged in academic
areas that are challenging, because the student is less likely to display working mem-
ory related behaviors during simple, routine activities. Until the observer becomes
versed in grade-appropriate working memory expectations, it is helpful to compare
the subject’s behavior with that of one or more random peers. For example, when a
second-grader uses finger counting to complete arithmetic calculation, observe peers
for the same behavior and compare frequency of occurrence. Similar to observing for
other learning and behavior concerns, not much weight should be awarded to iso-
lated behaviors. Behaviors that are indicative of underlying working memory prob-
lems should be reoccurring and similar behaviors should also be evident. For
example, finger counting alone may be insufficient evidence. A stronger case for a
working memory problem can be made if the learner is also having difficulties with
learning math facts, retrieving known math facts, remembering partial solutions, and
confusing known math facts.

The behaviors suggested in Table 6.6 are derived from observations reported in the
research literature on working memory deficits and learning disabilities. The reader is
encouraged to use the items in Table 6.6 with the caveat that these items have not
been piloted or used in research. Therefore, these items should be used cautiously
and it should be assumed that the items lack reliability and validity. For instance,
many of the behaviors are also characteristic of other cognitive deficits. The suggested
observations are intended for informal, clinical use only. They should mainly be used
to generate hypotheses for further investigation. The information gathered during
observations using these items can be used as collateral evidence for diagnostic and
intervention decisions; however, the items should be given no more weight than any
other informal data.

Cross-Battery and Selective Testing

Hypothesis-driven assessment frequently leads to cross-battery and selective testing.
Even when a practitioner has access to a comprehensive memory scale, there are times
when additional subtests should be drawn from other scales. For instance, when the
primary scale measures phonological short-term memory with digits only, the practi-
tioner may decide to replace the digits subtest with one that uses words. However, the
more likely scenario for cross-battery testing is when the examiner is required to or
decides to first administer a comprehensive cognitive battery. Within that cognitive
battery are subtests that measure some but not all aspects of short-term and working
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Table 6.6 Suggested Items for Classroom Observation of Working Memory

General Working Memory

—Classroom performance is poorer than would be predicted from standardized

achievement test scores.

—Has difficulty staying focused during cognitively demanding activities but

attends well when cognitive demands are minimal.

—Prefers to simplify tasks whenever possible.

—Fails to complete complex activities.

—Has difficulty keeping track of place during challenging activities.

—Has difficulty retrieving information when engaged in another processing task.

—Has difficulty associating current situation with past experience.

—Has difficulty integrating new information with prior knowledge.

—Rarely contributes to class discussions.

—Make comments such as, ‘‘I forget everything.’’

—Has difficulty organizing information during written expression.

—Has difficulty retaining partial solutions during mental arithmetic.

—Has difficulty memorizing and retaining facts.

—Is very slow at arithmetic computation.

—Is slow to retrieve known facts.

—Confuses known facts.

Phonological Short-Term Memory

—Has difficulty remembering multistep oral directions.

—Has difficulty restating instructions.

—Has more difficulty remembering digits than words (indicative of mathematics disability).

—Makes many counting errors.

—Has difficulty blending phonemes into words when reading.

—Has difficulty with phonetic decoding of text.

—Has difficulty with phonetic recoding (spelling).

—Has difficulty learning new vocabulary.

—Has difficulty producing multiword utterances.

Visuospatial Working Memory

—Does not notice the signs (e.g., ‘‘þ’’) during arithmetic calculation.

—Has episodic memory lapses for the relatively recent past.

—Loses place when reading.

Verbal Working Memory

—Requires frequent reminders.

—When called on, forgets what was planning to say.

—Forgets the content of instruction.

—Has difficulty paraphrasing spoken information.

—Has difficulty comprehending syntactically complex sentences.

(Continued )
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memory. To complete the assessment of working memory, the evaluator need only
select subtests that tap the working memory components that remain untested. Infor-
mal cross-battery assessment is not new; many practitioners have mixed tests and bat-
teries when conducting psychoeducational or neuropsychological evaluations.
However, a systematic method of cross-battery cognitive assessment has only recently
been advocated by Flanagan and Ortiz (2001, 2007). The approach to analyzing
working memory test scores recommended in this text (see Appendix C) is an adapta-
tion of the cross-battery model proposed by Flanagan and Ortiz (2001, 2007).

The cross-battery method involves administering a compilation of subtests from
different batteries in order to systematically measure all of the areas selected for as-
sessment. It can actually be time saving and efficient even though more than one scale
is utilized. From the cross-battery perspective, evaluators should not administer an
entire battery just because it contains some desired subtests. Rather, they should ad-
minister only those subtests that measure the memory components and cognitive
processes selected during assessment planning. Redundant testing should be avoided;
there is no need to test the same process twice. For example, if the entire WISC-IV
has been administered and then is supplemented with another scale, there is no need
to measure executive working memory again as it has already been adequately

—Has difficulty taking meaningful notes.

—In third grade and above, continues to finger count during arithmetic calculation.

—Rereads text when there has not been a decoding problem.

—Has difficulty remembering the first part of the sentence or paragraph when reading.

—Has difficulty detecting targets in spoken or written language, such as identifying

the rhyming words in a paragraph.

—Produces only short sentences during written expression.

—Has frequent subject-verb agreement errors in written expression.

—Omits some of the content when writing a sentence.

—Repeats words when writing a sentence.

Executive Working Memory

—Answers to oral comprehension questions are off-topic or irrelevant (has difficulty

inhibiting irrelevant information).

—Has difficulty switching between operations (e.g., from addition to subtraction problems).

—Has difficulty taking notes and listening at the same time.

—Inaccurately estimates memory performance before, during, or after a task.

—Does not use learning strategies or does not use them on a consistent basis.

—Prefers to use simple instead of complex learning strategies.

—Does not use the most basic strategies, such as subvocal rehearsal.

—Selects inefficient strategies during problem solving.

Table 6.6 (Continued)
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sampled (see Appendix A). Administering only selected factors and subtests is accept-
able, unless a test’s authors specifically state that the entire scale or a certain subset
must be administered for the results to be valid. A battery’s subtests each have their
own scaled score that can be used independently to determine an individual’s func-
tioning in the primary process measured by that subtest. Nevertheless, cross-battery
testing does not give practitioners permission to abandon testing standards. Also, the
number of batteries involved should be restricted to three at the most. Restricting the
amount of battery crossing serves to maintain the reliability and validity of the result-
ing scores, as well as keeping the interpretation manageable. Furthermore, there
should be a psychometric or empirical basis to the selection of subtests. Appendices
A and E are intended to provide guidance for subtest selection.

Cross-Battery Assessment Concerns

Although the cross-battery method is well suited for assessment of memory compo-
nents and processes, a cautious interpretation of cross-battery results is necessary be-
cause of the inherent weaknesses of the method. The lack of cross-battery norms is
the main concern. There are no norms for any of the numerous cross-battery ‘‘scales’’
that can be created. The composite, factor, and subtest scores obtained from different
batteries are based on standardization samples, distributions, and norms unique to
each test. Caution is particularly urged when a specific memory subprocess, such as
phonological short-term memory, is assessed with subtests from more than one scale.
This source of error can be reduced somewhat by using tests that were normed about
the same time. When conducting an intraindividual, or ipsative, analysis, subtest and
‘‘clinical’’ factor scores representing memory components are usually compared to a
cross-battery mean computed by averaging the scores of the subtests involved. This
cross-battery mean has no norms and there are no statistical tables for determining
significant discrepancies between it and individual factor or subtest scores. Flanagan
and Ortiz (2001) recommend using a one standard deviation discrepancy as the crite-
rion for significance, but the number of points necessary for a statistically significant
difference will vary. Despite these concerns, a structured, systematic procedure to
cross-battery assessment and interpretation is preferable to a completely clinical ap-
proach. For a further discussion of strengths and weaknesses of cross-battery assess-
ment and interpretation see Flanagan and Ortiz (2001, 2007).

Selective Testing

Selective testing is associated with cross-battery assessment, as well as with the
hypothesis-testing approach to assessment. The principle behind selective testing is
that evaluators should select and administer only those subtests that measure what
needs to be assessed. When the primary battery does not supply all of the necessary
measures, portions of other batteries should be included in the assessment. Informed
judgment is necessary when selecting subtests that measure specific memory compo-
nents and processes. The names assigned to memory factors and subtests can be
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misleading. Before making a decision, examiners should examine the task and con-
sider how it compares to the usual working memory paradigms described at the be-
ginning of this chapter. If the task changes during the subtest, it is likely that more
than one working memory component is being measured. Further guidance in sub-
test selection is provided in Appendices A and E.

Testing Related Processes

Cross-battery selective testing for short-term and working memory concerns should
also include assessment of related cognitive processes. Some examinees who appear to
be struggling because of working memory deficiencies may actually have impairments
in related processes, instead of working memory itself. Processes that influence per-
formance on working memory tasks include attention, phonological processing,
processing speed, long-term retrieval, long-term storage, general executive processing,
fluid reasoning, visual processing, and auditory processing (see Chapter 4 for details).
The selection of cognitive processes for testing should be based on the generation and
selection of hypotheses. Testing of related cognitive processes can also be conducted
on a selective and cross-battery basis. For a breakdown of processing subtests by cog-
nitive scale, see Appendix G and see Dehn (2006) for additional details.

Assessment Recommendations for Specific Disabilities

Reading Disabilities

When referral concerns include the possibility of a reading disability, the primary
memory components to assess are phonological short-term memory, verbal working
memory, and rapid automatic naming. In children older than 6 years of age, execu-
tive working memory should also be examined. When executive working memory is
included it is advisable to use subtests that allow the discrimination of verbal working
memory from executive working memory. For example, memory for sentences could
be contrasted with a last word task (see Appendix A). Using reading span tests to
assess verbal working memory can confound results, even in older children; listening
span is preferable. The testing of related cognitive processes should include phono-
logical processing. For children who are able to decode words, a test of reading flu-
ency is essential, as it reveals the level of automaticity and has implications for reading
comprehension.

Mathematics Disabilities

When testing for the possibility of a mathematics disability, practitioners should in-
clude the administration of short-term and working memory subtests that do not
include numbers. As research has documented (Andersson & Lyxell, 2007), students
with mathematics learning difficulties often have a storage-specific deficit for numer-
ical information. Although children with mathematics disabilities may possess
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normal overall storage capacity in phonological short-term memory and verbal work-
ing memory, they typically have shorter spans for numbers. Their phonological and
verbal spans that do not involve numbers may be normal. Also, those with mathe-
matics disorders are known to have difficulty quickly retrieving arithmetic facts. To
determine if their long-term retrieval difficulty is specific to numerical information,
examiners might administer a rapid automatic naming task that does not involve
numbers. Finally, the visuospatial short-term and visuospatial working memory com-
ponents should be assessed, especially in younger children, when mathematics per-
formance and visuospatial abilities are closely related.

Written Language Disabilities

First and foremost, executive working memory should be scrutinized with two or
more subtests. Phonological short-term memory and verbal working memory should
also be assessed, regardless of age. When there are written expression problems, sev-
eral related cognitive processes should be tested, including: general executive func-
tions, planning, and processing speed. Furthermore, an assessment of oral language
development should be considered if not previously conducted.

ADHD

For children with ADHD or suspected ADHD, executive working memory should
be examined in depth. Subtests that introduce interference or require dual process-
ing are particularly relevant but they should be contrasted with executive working
memory subtests that involve simple transformation (e.g. digits backward). Con-
trasting executive working memory with verbal working memory subtests that do
not introduce interference is also helpful. The idea is to factor out the influence of
attentional control in an effort to determine if poor working memory performance is
a result of attentional problems or if there is also a deficiency in working memory
itself.

General Guidelines for Interpreting Test Scores

Interpretation of working memory test results presents some unique challenges.
These challenges arise whenever there is cross-battery testing, computation of clinical
factor scores, realignment of subtests, and intrasubtest analysis. Realignment of sub-
tests occurs when subtests are used to measure a different memory component than
the test’s author(s) intended. These unique procedures require more reliance on clin-
ical judgment than is usually encouraged by experts in psychometrics. Concerns
about clinical judgment are justified. Open-ended clinical interpretation is analogous
to implementing interventions that are not research based. On the other hand, actuarial-
based, statistical analysis also has its limitations. Ultimately, the meaning of test
scores, discrepancies, and other statistical findings must be determined by the

156 WORKING MEMORY ASSESSMENT STRATEGIES



clinician (examiner). Thus, clinical judgment needs to be balanced with the actuarial-
based, statistical procedures recommended by experts in psychometrics. In addition
to informal analysis of test scores, clinical interpretation includes an examination of
all the data, including: history, observations of the examinee, information gathered
through interviews, and data collected through other informal methods.

There are several factors that enhance the quality and meaningfulness of interpre-
tation. First and foremost, interpretation should be theory based. Regarding working
memory, the practitioner has several theories to choose from, including: a general
information processing theory, Baddeley’s theory, Cowan’s theory, or the integrated
theory suggested in this text. A practitioner might even develop his or her own theory
that combines elements of various research-supported theories. The benefits of
theory-based interpretation are consistency across cases, a structure for integrating
information, research-based support, and terminology other professionals under-
stand. Interpretation is also facilitated when data result from planned and organized
testing that addresses all of the referral concerns. The hypothesis approach to plan-
ning an assessment discussed earlier in this chapter provides a structure for interpre-
tation. After testing is complete, the data regarding each hypothesis are considered
and conclusions are drawn.

Meaningful and beneficial interpretation is focused on the individual, not the test
scores. Because the goal of assessment is to better understand the individual and why
that individual is experiencing problems, simply reporting scores, reviewing data, and
documenting symptoms is insufficient. The meaning of assessment data will vary,
depending on the individual being evaluated. Identical test scores do not have the
same meaning and implications across individuals. Test scores take on meaning that
is dependent on the characteristics of the examinee. For example, an average working
memory score of 91 might be an individual strength for one person but an individual
weakness for another. The implications of a specific memory component score de-
pend on how that score relates to the rest of the individual’s memory and cognitive
profiles.

Profile Analysis

The traditional interpretative approach of analyzing subtest scores and identifying
patterns of strengths and weaknesses within the individual is known as profile analysis.
Profile analysis is conducted by computing the mean of the subtest scores involved,
and then using the mean to determine which subtest scores are significantly discrep-
ant. Generally, the .05 or .01 level of significance is used. When statistical tables are
unavailable for making this determination, a one standard deviation discrepancy is
usually considered significant. Subtests with significantly lower scores are interpreted
as intraindividual weaknesses, whereas significantly higher subtests are individual
strengths. Thus, profile analysis is an intraindividual analysis.

There is a longstanding controversy surrounding subtest profile analysis. Critics
(Glutting, McDermott, & Konold, 1997) contend that profile analysis is unreliable
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and that the resulting profiles have no diagnostic validity. Their criticism stems
mainly from the low reliability of subtests and the fact that each subtest measures
more than one ability. Nevertheless, valuable information about the examinee’s
memory strengths and weaknesses and how these relate to overall cognitive process-
ing will be lost if a profile analysis is not conducted. Short-term and working memory
components and processes are mostly measured by subtests; there are very few factor
or composite scores that are truly representative of these memory constituents.
Therefore, complete analysis of separate memory elements depends on profile analy-
sis. With profile analysis, clinicians can better understand the interactive functioning
of the examinee’s memory systems.

Despite the criticism of subtest profile analysis, the practice is defensible. First, the
reliability and specificity of many subtests have increased as batteries have been re-
vised. More importantly, empirical investigations and factor-analytic studies have
identified the specific subprocesses measured by subtests. Similarly, brain research
has documented the separate memory components that the subtests purport to meas-
ure. Moreover, profile analysis can be justified when the interpretation is grounded in
theory and when the test results are corroborated by other data. When theory and
research support the conclusions drawn from profile analysis, those interpretations
have increased validity. Finally, profile analysis is more credible when it is conducted
hand-in-hand with a normative analysis that compares the individual’s performance
to the distribution of test scores for his or her age group.

Weakness versus Deficit

Depending on how weakness is defined, nearly everyone can lay claim to at least one
weakness in a cognitive process or memory component. In psychological test inter-
pretation, it is important to adhere to the usual ground rules so that the term is not
used loosely. When examining an individual’s test scores there are two types of
weakness: normative and ipsative. Any test score that falls below the average range
(below a standard score of 90 when the mean of the distribution is 100 and the
standard deviation is 15) represents a normative weakness. An ipsative weakness oc-
curs when a subtest or factor score is significantly lower than the individual’s mean
for the broad domain, with a discrepancy of approximately one standard deviation
an acceptable criterion for statistical significance. For example, when an individual’s
verbal working memory score is an 84 and the FSIQ is 99, the discrepancy is consid-
ered a significant ipsative, or intraindividual, weakness. In this text, the term deficit
refers to a score that is both a normative and an ipsative weakness. Defined as such, a
deficit is rare and it is indicative of an impairment because it represents poor per-
formance relative to peers, as well as in comparison to the individual’s overall abil-
ities. When an examinee has a deficit in one or more short-term or working memory
components, the deficit is most likely causing significant problems in learning or
daily functioning. Although a deficit is clearly cause for concern, an ipsative or nor-
mative weakness alone may also severely interfere with the acquisition of academic
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skills or some aspects of daily life. Thus, all ipsative and normative weaknesses
should be examined closely, with pertinent informal assessment data taken into ac-
count. Although a normative weakness may account for the difficulty an individual
is experiencing, practitioners tend to ignore a specific normative weakness when all
other cognitive scores are also subnormal. In such instances, it makes sense not to
single out one score as worthy of attention; on the other hand, practitioners should
not deny that performance associated with that ability is going to be difficult. The
same guidelines can be applied to strengths. When a strength is both normative and
ipsative, it is referred to as an asset.

Unitary versus Nonunitary Factors

When two or more subtests are aggregated and represented by one score, that score is
referred to as a factor score. Depending on the extent of testing or the battery used,
functioning of some memory components will be represented by factor scores. In
such instances, it is important to examine whether the performance on the subtests
comprising that factor is consistent. Inconsistent performance will produce divergent
scores. When the difference between the highest and lowest subtest scores within a
factor is extreme, the factor is said to be nonunitary. The criterion for this determina-
tion is an approximate discrepancy of 1.5 standard deviations. Accordingly, when the
standard score (from a distribution with a mean of 100 and a standard deviation of
15) difference between two subtests is more than 22 points, the factor should be con-
sidered nonunitary. When a factor is nonunitary, the factor score may not represent a
unitary ability. Nonunitary factors most likely occur because the underlying subpro-
cesses measured by the subtests are not equivalent for that individual. When a factor
is nonunitary, it is not appropriate to interpret the factor score as truly representing
the component or process it is suppose to represent.

Nonunitary factors and the subtests they comprise should still be included in the
computation of a mean cognitive processing or mean memory score. However, they
should not be used in pairwise comparisons. Nonunitary factors should be inter-
preted, especially when they represent a weakness or a deficit, but the interpretation
should be cautious. When a nonunitary factor occurs, the clinician should examine
the subtests involved and generate hypotheses that account for the discrepancy, tak-
ing testing behaviors and other evaluation data into account. For instance, an exam-
inee may perform poorly on one short-term memory subtest but not the other.
Examining the content of the two subtests and the narrow abilities that they measure
may reveal an explanation. For example, the low-score subtest might have involved
the repetition of numbers while the other involved the repetition of words. One hy-
pothesis might be that the examinee lacks number facility. Such hypotheses should be
investigated through further testing and assessment. Another approach to dealing
with nonunitary factors is to administer an additional subtest that taps another nar-
row ability within the broad factor. This approach will provide a broader sampling of
the memory factor.

General Guidelines for Interpreting Test Scores 159



Base Rates

Base rate is another standardized test statistic usually considered when conducting
profile analysis and interpreting test scores. Test manuals that provide critical values
for significance testing also provide base rate tables that report the frequency of in-
traindividual differences in the standardization sample. The idea of using base rate
information is to determine just how infrequent or rare a given discrepancy is. For
example, a difference of 12 points between working memory and the mean process-
ing score might be statistically significant but yet occur in approximately 25% of the
population. Given that this discrepancy is not that uncommon, the practical signifi-
cance of the finding is questionable. Many test authors and experts in psychometrics
recommend interpreting significant ipsative strengths and weaknesses only when the
base rate is lower than 15%. However, strictly following such an actuarial rule and
not using clinical judgment may result in not identifying a weakness that is actually
causing impairment. Just because a given ipsative weakness occurs in 15% or more
of the population does not mean that it is not causing a serious memory problem for
the individual. A relatively common significant weakness may still be an impairment
for some individuals. Especially in cases where an actual deficit has been identified,
base rates should be ignored. This is because all deficits can be considered unusual
and infrequent (Naglieri, 1999). When cross-battery analysis is conducted, base
rates for ipsative discrepancies are generally unavailable. Under such circumstances,
clinicians should carefully consider all potential weaknesses that meet the criterion
of one standard deviation below the mean or composite score used to represent the
mean. When other assessment data support the existence of a weakness that is im-
pairing functioning, the weakness should be regarded as being important and having
practical significance. In general, each profile should be carefully examined and all
assessment data taken into account. Rules regarding base rates should not take
precedence.

Hypothesis Testing

After profile analysis is complete, the evaluator should weigh all of the evidence for
and against each of the a priori hypotheses pertaining to memory components and
related processes. The evidence consists of test scores and relevant data collected
through other methods. The Working-Memory Interpretative Summary found in Ap-
pendix D is offered as a structure for summarizing the data and reaching a conclusion
about each hypothesis. Even when the data clearly support a hypothesis, oral and
written conclusions and generalizations should be stated cautiously. In many cases,
the data will be inconclusive and the evaluator will not be able to reach a decision
about the hypothesis. In instances where results are inconclusive or unexpected and
answers are still sought, the evaluator should generate a posteriori hypotheses and
investigate these through further assessment. As discussed earlier in this chapter, the
clinician should be on guard against hypothesis confirmation bias.
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Processing Strengths

If only suspected areas of weakness are tested, a profile analysis is unlikely to reveal
any strengths or weaknesses because the individual’s mean score is based mainly on
weaknesses. Because assessments originate with referral concerns, areas of potential
strengths and assets are often not tested, especially when the assessment is based on
hypotheses that account for the referral concerns. Fortunately, not all hypothesized
weaknesses turn out to be such; many memory components hypothesized to be defi-
cient are discovered to be individual strengths in the normal range of functioning.
Such findings restore some balance to the profile analysis mean. Another option of
comparing memory component scores to a more valid estimate of overall cognitive
ability is to use a FSIQ or similar composite score (see the next section). When inter-
preting test results, clinicians should emphasize strengths and assets as much as weak-
nesses and deficits because incorporating strengths into interventions may increase
the probability of success.

Analysis of Working Memory Test Scores

The goal of conducting a profile analysis of an individual’s working memory test
scores is to gain a better understanding of the individual’s memory strengths and
weaknesses. Determination of strengths and weaknesses should take statistical guide-
lines into account but should not be bound by those guidelines. Scores and discrep-
ancies between scores only provide indications of levels of functioning and the
relative degree of strengths or weaknesses. Deciding that an individual has a deficit
that is impairing functioning must ultimately be based on clinical judgment. To rule
out the possibility of a deficit because the discrepancy pointing toward a deficit is
barely significant or has a relatively high base rate in the population is poor clinical
judgment. All relevant assessment data and information should be taken into account
before such decisions are made because the same set of scores and the same degrees of
discrepancy mean different things for different individuals. Consequently, the profile
analysis procedure suggested in this section combines an actuarial and a clinical ap-
proach, with clinical judgment taking precedence.

The Working Memory Analysis Worksheet found in Appendix C provides consistent
structure and guidelines for analyzing nearly every set of test scores. When a cross-
battery assessment has been completed, the worksheet is ideal for combining scores
into one comprehensive analysis, as opposed to a test-by-test analysis that leaves the
evaluator and the clients wondering what it all means. The versatile analysis work-
sheet is also ideal for analyzing scores resulting from only one battery. Because the
memory subtests and factors of many batteries do not align well with theoretical
models, there is often a need to restructure the subtests and compute clinical factor
scores. The primary purpose of the worksheet is to identify and compare the six main
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memory components of the Integrated Model of Working Memory, but additional
related processes, such as processing speed, can also be incorporated. The procedures
for completing the Working Memory Analysis Worksheet are described in the follow-
ing, using Joey’s completed worksheet in Table 6.7 as an example (an abbreviated set
of instructions is also found on the blank worksheet in Appendix C).

1. In the lower cells of the first column, include any related cognitive processes
that were tested. The six components of the Integrated Model of Working
Memory are preprinted in the first column but the worksheet can still be used
if one or more of the memory components is not tested. In the case of Joey, a
priori hypotheses led to the inclusion of phonemic awareness, fluid reasoning,
and processing speed (see Table 6.7).

2. Write the name of the test battery in the second column. This is the name of
the scale or battery from which the subtests measuring that component are
drawn. In instances where subtests from different batteries are used to measure
the same component, put both batteries and related information in the same
row. For an example of this, see the analysis of scores in Table 8.2.

3. In the third column write the name(s) of the subtest(s) used to measure that
memory component or process. Classification of the subtests is found in Ap-
pendices A and E and in subsequent chapters. In instances where a factor score
can be used as is, enter the battery’s name for the factor.

4. For each subtest or factor, calculate standard scores and enter these in the
fourth column. Scaled and standard scores found in the test’s manual should
be used. However, all subtest scores with a mean of 10 and standard deviation
of 3 will first need to be transformed to scores that have a mean of 100 and a
standard deviation of 15. Use the table in Appendix F to transform the subtest
scores.

5. Compute the mean of the subtest scores for each memory component and
cognitive process and enter it in the fifth column. For components that are
assessed with only one subtest, simply carry over that subtest score from the
fourth column. When two or more subtests are used, compute the mean,
rounding to the nearest whole number. The mean of the subtests can be con-
sidered a clinical factor score that represents the broad functioning of that com-
ponent or process. The computation of clinical factors is necessary whenever
subtests from two different batteries are used to measure the same memory
component or when subtests from the same scales are aligned differently than
that test’s structure. For example, the WJ III COG has a Long-Term Retrieval
cluster but a clinical long-term retrieval cluster has been computed for Joey
because Rapid Picture Naming is not one of the subtests that comprise the WJ
III’s Long-Term Retrieval factor. In Joey’s case, the two subtests used to
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evaluate long-term retrieval average out at 91. Not just any subtests should be
paired to produce clinical factors. It should be apparent that the tasks involved
are measuring that memory component to a significant degree. The classifica-
tion of subtests in this text is based on which research paradigms have consis-
tently been used to measure specific memory components, and it is based on
the functions of the components in the Integrated Model (see Chapter 31).
Classifications of subtests from numerous batteries are found in Chapters 7
and 8, as well as in Appendices A and E. Clinical factor scores need to be inter-
preted more cautiously than the regular factor scores provided by batteries.

6. Enter a cognitive composite or mean in the sixth column. In general, this
score should represent overall cognitive processing ability, overall memory
functioning, or a combination of memory functioning and related cognitive
processes. The first option is to use an IQ score or similar composite from an
intellectual or cognitive scale. In Joey’s case, the General Intellectual Ability
(GIA) score is used. An IQ or cognitive composite is appropriate for memory
profile analysis because of the high correlations between IQ and working mem-
ory. In the absence of an IQ or cognitive composite score, the next option is to
compute an overall processing mean from the set of memory and other cogni-
tive processes that are being analyzed on the Worksheet. To arrive at this mean,
average the scores found in the ‘‘Component Mean’’ column, rounding to the
nearest whole number. When assessment has been restricted to suspected areas
of weakness or when all of the memory scores are low, the mean of the scores
will also be low, resulting in fewer discrepancies. In such instances, it is better
to use an IQ or other global cognitive score, even if that score was obtained
during a previous evaluation. Another option is to use a global memory score
obtained from a memory battery or compute a memory mean based only on
memory component scores. Each cell in the sixth column will have the same
value. When reporting results later on, the practitioner should always identify
the source of the value entered in this column so that colleagues and clients
know what the memory components were compared with.

7. Calculate and enter difference scores in the ‘‘Difference’’ column. Subtract
the composite or mean from each component score and enter the difference
with a þ or �. For example, Joey’s composite of 106 was subtracted from his
visuospatial short-term memory score of 85, resulting in a difference score of
�21.

8. Determine normative strengths and weaknesses. In the ‘‘Normative S or W’’
column, enter an S (strength) for component means that are above 109. Enter
a W (weakness) for component means that are below 90. For scores in the
average range (90 to 109), simply put an A for average. For the sake of consis-
tency, classify all scores on this basis, even scores from tests that describe the
average range as 85–115.
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9. Determine intraindividual strengths and weaknesses and enter an S or W in
the appropriate cells of the ‘‘Ipsative S or W ’’ column. Enter a W for weakness
when the memory component mean is 12 or more points lower than the
individual’s cognitive composite or mean, and enter an S for strength when the
memory component mean is 12 or more points higher than the individual’s
cognitive composite or mean. For example, Joey has an ipsative weakness in
executive working memory because he has a negative discrepancy of 17 points.
Whenever clinical factors have been computed or only part of a test has been
administered, tables for determining significance and base rates are unavailable.
In these instances, a discrepancy of 12 points or more (see the ‘‘Difference’’
column) is indicative of a significant difference. In a cross-battery analysis with
clinical factor scores and a cognitive composite drawn from another scale, it is
highly unlikely that a 12-point discrepancy is actually statistically significant at
the .05 level. A 15-point discrepancy, roughly a difference of one standard de-
viation or more, is more likely to achieve a satisfactory level of significance.
However, very few relative strengths or weaknesses will be identified if a crite-
rion of 15 points is applied. Working memory weaknesses and deficits that are
actually causing impairments in the individual may be missed if a 15-point
discrepancy is required. When 12 points is used as the cutoff, it is very impor-
tant that other assessment data corroborate the existence of the specific intra-
individual weakness.

10. Determine processing deficits and assets and enter in the last column. Enter
‘‘Deficit’’ for components that have both a normative and ipsative weakness.
Enter ‘‘Asset’’ for components that have both a normative and ipsative
strength.

11. Determine whether each component is unitary. Using standard scores that
have a mean of 100 and a standard deviation of 15, compare the lowest and
highest subtest scores within each component or cognitive process. When the
difference is greater than 22 points (greater than 1.5 standard deviations), con-
sider the factor to be nonunitary. Nonunitary factors should be included in the
profile analysis, but they should be interpreted cautiously. Practitioners should
generate hypotheses to account for the disparity within the nonunitary mem-
ory component. Additional testing will often clarify the reasons for the discrep-
ancy. Nonunitary factors should not be included in pairwise comparisons.

12. Conduct pairwise comparisons in the lower portion of the worksheet. Com-
pare the scores of logically related components and processes, such as phono-
logical short-term memory versus visuospatial short-term memory or
phonological short-term memory versus phonological processing (see Tables
6.8 and 6.9). For example, Joey has a significant 16-point discrepancy between
his Long-Term Retrieval score of 91 and his Processing Speed score of 107.
When both components are represented by single subtest scores from the same
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Table 6.8 Pairwise Comparisons of Short-Term and Working-Memory

Components

—Phonological short-term memory versus visuospatial short-term memory

—Phonological short-term memory versus verbal working memory

—Phonological short-term memory versus visuospatial working memory

—Phonological short-term memory versus executive working memory

—Phonological short-term memory versus long-term retrieval

—Visuospatial short-term memory versus verbal working memory

—Visuospatial short-term memory versus visuospatial working memory

—Visuospatial short-term memory versus executive working memory

—Visuospatial short-term memory versus long-term retrieval

—Verbal working memory versus visuospatial working memory

—Verbal working memory versus executive working memory

—Verbal working memory versus long-term retrieval

—Visuospatial working memory versus executive working memory

—Visuospatial working memory versus long-term retrieval

—Executive working memory versus long-term retrieval

Table 6.9 Suggested Pairwise Comparisons of Memory

Components and Related Processing Scores

—Executive working memory versus attention

—Executive working memory versus executive processing

—Executive working memory versus fluid reasoning

—Executive working memory versus general intelligence

—Executive working memory versus processing speed

—Executive working memory versus rapid automatic naming

—Executive working memory versus retrieval fluency

—Verbal working memory versus verbal ability

—Visuospatial working memory versus visual processing

—Phonological short-term memory versus auditory processing

—Phonological short-term memory versus phonological processing

—Phonological short-term memory versus processing speed

—Phonological short-term memory versus successive processing

—Long-term retrieval versus verbal ability
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battery, check the battery’s manual for statistical tables for determining pair-
wise discrepancies. When such tables are unavailable or when clinical factors
have been calculated, use a 15-point discrepancy as indicative of significance
and infrequency. (With pairs, a higher critical value is necessary than when
comparing scores to a mean.) Discrepancies of 20 points or greater are very
likely to be significant. Discrepancies in the 15- to 19-point range need more
support from other evaluation data before they are interpreted.

Interpretation of Working Memory Assessment Results

The meaning of test scores and other data is more easily discerned when the practi-
tioner has expertise in the domains assessed. Most professionals who are assessing
working memory have extensive experience and strong background knowledge in
cognitive development, learning disabilities, standardized testing, and related do-
mains. Nonetheless, they are encouraged to pursue more reading on current research
in working memory. Expertise is also acquired through experience. Once practi-
tioners begin to test working memory on a regular basis, they will begin to recognize
common cognitive profiles associated with working memory difficulties and associ-
ated learning challenges. The remainder of this chapter offers suggestions intended to
facilitate interpretation of working memory weaknesses and deficits. (See Chapter 10
for advice on how to present results orally and how to explain them in evaluation
reports.)

The general strategy for interpreting working memory functioning is to pull it
apart and examine the components and subprocesses. Current testing technology, as
well as theory and research, gives us the ability and rationale for doing so. Restricting
interpretation to global working memory leaves many questions unanswered and can
result in a misunderstanding of what is actually happening. Most individuals are
likely to possess strengths and weaknesses within working memory. Identifying these
will increase the evaluator’s understanding of the individual (and hopefully the indi-
vidual’s self-awareness as well), resulting in the ability to select interventions, accom-
modations, and strategies most likely to improve the individual’s working memory
performance. For example, a blanket interpretative statement, such as ‘‘Joey has a
deficit in working memory’’ (see Table 6.7), may mask the fact that Joey’s phonolog-
ical short-term and verbal working memory are just fine. His problems lie mainly
with executive working memory. In other situations, impairments erroneously attrib-
uted to working memory may actually be due to phonological short-term memory.
Furthermore, each aspect of working memory has unique relationships with other
processes and functions. Of course, the risk of pulling cognitive processes apart and
examining the subprocess is that an understanding of the system is lost. Thus, evalua-
tors need to ultimately put the pieces back together, integrating the information and
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explaining how the components and processes relate to one another. The evaluator
may very well conclude with the global statement that ‘‘the examinee has a working
memory deficit’’; but by the end of the interpretation, all listeners or readers should
understand which memory components are involved.

Other general strategies for interpreting working-memory assessment results in-
clude: (a) checking for similarities by domain (e.g., if visuospatial working mem-
ory is high, visual processing is also likely to be high); (b) determining areas of
expertise (e.g., a student with exceptionally high mathematics skills may perform
exceptionally well on any task involving numbers); (c) contrasting performance
with related cognitive functions, such as processing speed (see Table 6.9); (d) tak-
ing into account related influences (see Table 6.10); (e) checking for consistency
between memory components and closely related academics (see Table 5.2);
(f ) considering the extent of strategy knowledge and usage—in particular, the au-
tomaticity of strategies; and (g) contrasting performance with overall cognitive
ability, such as an IQ score.

Pairwise Comparisons

The most direct and primary method of examining memory components and disen-
tangling influences is to contrast test scores that differentiate between different com-
ponents and processes. For comprehensive lists of suggested pairings, see Tables 6.8
and 6.9. Some prominent pairings and the explanations and implications of discrep-
ancies are discussed in the following. (There should be at least a one standard devia-
tion discrepancy between paired components before the difference is considered
significant.)

Table 6.10 Memory Components and Related Cognitive Processes and Influences

Phonological short-termmemory: speech development, speech rate, phonological proc-

essing, phonemic awareness, sequential processing, processing speed, rote learning,

auditory processing, and auditory discrimination. For tasks involving numbers—arithmetic

skills and number facility.

Verbal working memory: verbal abilities, language development, reading fluency, long-

term semantic memory, long-term retrieval speed, and fluid reasoning.

Visuospatial short-term memory and visuospatial working memory: visual processing,

spatial ability, simultaneous processing, attention, verbal recoding, and executive proc-

essing.

Executive working memory: general executive processes, attention, metacognition,

metamemory, planning, and fluid reasoning.
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Short-Term Memory Components versus Working Memory Components

When short-term memory scores are higher, the examinee tends to do well with sim-
ple, rote tasks but struggles with more complex cognitive and learning activities.
Short-term memory can function adequately without normal working memory but
the converse is less likely because impairments in short-term memory place more
demands on working memory as it tries to compensate for impaired short-term func-
tions. Also, when the load on working memory increases, short-term span tends to
decline as much as 30% (Duff & Logie, 2001). Thus, it is normal for the digits
backward span to be lower than the digits forward span. When individuals do per-
form significantly better on more complex working memory tasks than they do on
simple-span tasks, it may be that they find the tasks more engaging and thus focus
their attention better than they do on the simple-span activities.

Short-Term Memory or Working Memory versus Long-Term Memory

When long-term storage is weaker than short-term and/or working-memory compo-
nents, the initial and common hypothesis is that there is a problem with long-term
retention of information. However, the problem may be at the encoding level. Just
because short-term retention is stronger does not mean that working memory suc-
cessfully encoded the information into long-term memory. Support for such a hy-
pothesis is indicated when verbal and/or executive working memory is weaker than
short-term memory. For example, effective semantic encoding requires associating
new information with existing long-term schemas. When the converse—impaired
short-term or working memory but normal long-term memory—occurs, it seems
paradoxical at first. The unexpected profile might be attributable to many opportuni-
ties to learn under ‘‘low load’’ conditions (see Chapter 9), or the deficit might be
limited to one or two specific short-term or working memory processes that have less
of an impact on long-term encoding.

Phonological Short-Term Memory versus Visuospatial Short-Term Memory

Discrepancies between these two components, and similarly between verbal working
memory and visuospatial working memory, primarily reflect relative differences in
the development and strength of the two modalities: visuospatial and auditory/verbal.
The difference between these two components may change with age. In particular,
visuospatial performance may improve as verbal recoding develops and as executive
working memory is able to provide more coordination between visuospatial and ver-
bal processes.

Phonological Short-Term Memory versus Verbal Working Memory

This comparison is crucial whenever an examinee is experiencing academic learn-
ing problems. When phonological short-term memory is lower, it is frequently be-
cause delayed phonological processing or slow speech rate is influencing auditory
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short-term retention, and there is little that strategies can do to improve performance.
Conversely, verbal working memory is more amenable to strategies, is enhanced by
well-developed fluid reasoning, and is directly supported by long-term memory re-
trieval. It could be that the individual has diminished short-term memory capacity,
but in such cases it is unlikely that verbal working memory would be much higher, as
short-term and working memory resources are interdependent. Conversely, when
phonological short-term memory is higher than verbal working memory, it impli-
cates shortcomings in the higher level processes associated with verbal working mem-
ory, whereas the processes associated with short-term memory are intact. Such
individuals may do well in simple activities, such as spelling, but struggle with com-
plex tasks like written expression.

Verbal Working Memory versus Executive Working Memory

A discrepancy in favor of verbal working memory implicates poor executive manage-
ment of working memory resources relative to well-developed verbal abilities. Other
hypotheses that might account for this difference include: (a) there is high capacity
for storing and encoding verbal information but not when it needs to be transformed;
(b) strong long-term memory structures provide more support for verbal working
memory than executive working memory; and (c) the individual has difficulty dealing
with interference but otherwise has good ability to manipulate and store verbal
information. This profile is likely to be observed in an intelligent child who has
ADHD. The reverse discrepancy indicates well-developed executive coordination of
memory tasks and a strong ability to inhibit irrelevant information in contrast to
weak verbal abilities, poor verbal encoding, and/or weak long-term semantic memory
structures.

Educational Implications and Assessment Recommendations for
Specific Deficits

Because of the complex interrelationships various working memory components and
processes have with other cognitive processes and academic learning, it is imperative
to consider how specific short-term and working memory processes may be interact-
ing with other cognitive processes and how they may be impacting aspects of aca-
demic learning (see Table 5.2). It is not enough to thoroughly explain working
memory performance; the evaluator must also accept responsibility for discussing the
implications for learning and daily functioning. When short-term and working mem-
ory weaknesses and deficits have been identified, the evaluator needs to closely exam-
ine performance in related domains (see Table 6.10). In some instances, further
assessment may be necessary. Regarding the assessment recommendations listed in the
following, it is assumed that all other short-term and working memory components
have already been tested. Identification of the deficits discussed in this section results
from a profile analysis procedure (see Appendix C), not from pairwise comparisons.
See Chapter 9 for intervention recommendations for each area of deficiency.
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Deficit in Phonological Short-Term Memory

First, do not base this determination on a digits-only subtest; a word or nonwords
subtest should be included. The primary related areas to examine are phonological
processing and basic reading decoding skills. When digits are low, counting and
arithmetic skills should also be scrutinized. In addition to the acquisition of basic
reading and arithmetic skills, deficient phonological short-term memory capacity is
also likely to impact: rote learning, spelling, vocabulary development, and speech
development. It is essential that additional testing include: phonological processing
or phonemic awareness; sequential processing; processing speed; auditory processing;
and verbal abilities. It is also important to informally evaluate the examinee’s devel-
opment and use of rehearsal and other basic strategies.

Deficit in Visuospatial Short-Term Memory

Visuospatial memory has its strongest relationship with visual processing; thus, poor
performance in this domain necessitates assessment and examination of visual proc-
essing ability. In general, visual processing has low correlations with all types of aca-
demic learning, and deficits in visuospatial memory do not have the consistent
relationships with learning domains that phonological and verbal deficits have.
Nonetheless, in young elementary school children, arithmetic skills should be as-
sessed. Also, it would be helpful to determine whether the child has developed the
strategy of recoding visuospatial stimuli into verbal information.

Deficit in Verbal Working Memory

A specific deficit in verbal working memory is indicated by poor performance recall-
ing sentences or stories. The size of this sentence-based working memory is related to
reading comprehension (Daneman & Carpenter, 1980), as the retention of sentences
that have already been read is a critical feature of reading comprehension. Other ac-
tivities that are likely to be difficult are: taking notes while listening; remembering
multistep directions; relating new information to prior knowledge; verbal fluid rea-
soning; written expression; oral language comprehension; and oral expression, espe-
cially paraphrasing and summarizing. Areas that should be assessed include: reading
comprehension; reading fluency; long-term retention of information; long-term re-
trieval; fluid reasoning; and language development.

Deficit in Visuospatial Working Memory

Similar to a visuospatial short-term deficit, general visual processing ability is the
primary consideration. As visuospatial working memory depends on the manipula-
tion of mental images, a weakness or deficit indicates that visual mnemonics may not
be beneficial and that verbal recoding of visuospatial information will be important.
Also, visuospatial working memory depends heavily on executive working memory;
thus, an executive deficiency may impact visuospatial performance.

172 WORKING MEMORY ASSESSMENT STRATEGIES



Deficit in Executive Working Memory

In general, these individuals will have more difficulty with complex activities that
require the coordination of memory systems, such as a task that requires both visual
and auditory processing. The more severe the deficit, the broader the range of diffi-
culties the individual will experience; for example, more than one area of academics
may be impacted. Upon discovering such a deficit, it is incumbent on the examiner
to use all available means (unfortunately, there are no standardized tests for this pur-
pose) to assess the extent of strategy use, as executive working memory efficiency is
partly a function of strategy development and usage. Inefficient executive working
memory processing will have a detrimental impact on other working memory func-
tions but not necessarily on short-term components. When executive working mem-
ory performance is poor, additional testing should be conducted in: attention, fluid
reasoning, broad executive processes, reading comprehension, written expression, and
mathematics reasoning.

The Use of Nonstandardized Working Memory Measures

In applied settings, there are times when informally constructed working memory
tests are appropriate or even necessary. Such instances include group or individual
screenings, progress monitoring during interventions, or times when standardized
working memory tests are unavailable. In such instances, informally constructed
tests can provide useful data for decision-making purposes. To prepare an informal
measure, first review the frequently used paradigms described near the beginning of
this chapter and select one or more appropriate methods. Once the content and
procedure have been selected, construction of progressively more difficult items is
relatively easy. In constructing span tasks, simply add one more item to be remem-
bered at each level, and allow about three trials at that level of difficulty. When test-
ing, stop after the examinee fails all three trials at one level and record the longest
span of items the examinee responded to correctly. Keep in mind that a task will not
measure the full extent of working memory capacity unless it presents enough of a
challenge. Overly easy tasks or activities for which the individual has attained auto-
mated processing are not challenging measures of working memory. For example, to
assess executive working memory, construct a dual-task procedure in which the ex-
aminee is required to remember items sequentially while a brief processing task is
interspersed between items. Complex tasks that require additional processing will
result in shorter spans than simple-span tasks. After completing a set of test items,
pilot the informal measure by sampling a few students. Piloting will provide feed-
back on clarity of directions and ease of administration, as well as assess the difficulty
level of the test. If broad use of the test is intended, collected data can even be used
to establish local norms.
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Preschool Screening

Preschool screening is one situation in particular in which informally constructed
tests, adapted standardized tests, or local norms may be beneficial. According to the
work of Gathercole and Pickering (2000b) in the United Kingdom, screening the
working memory of all children entering school can provide valuable information
about who is at risk for learning problems. Gathercole and Pickering modified a
backwards digit recall task to make it age-appropriate for 4 year olds. Similar proce-
dures that can be efficiently administered and scored might also be created from the
paradigms described in this chapter.

Progress Monitoring

Informally constructed measures of working memory may also be appropriate for
measuring progress during interventions involving working memory. Similar to
measuring academic skills progress with formal tests, standardized scores from work-
ing memory tests are often poor indicators of change. Furthermore, the repeated ad-
ministration of standardized tests will create practice effects that will invalidate the
results. Informally constructed working memory measures are similar to curriculum-
based measurement procedures in that the content should relate to the goals for the
intervention. In such applications, only raw data are necessary and it is left to the
practitioner to assess the clinical or practical value of the improvement, based on his
or her knowledge of working memory capacity and development. Also, standardized
scores are unnecessary for intervention purposes, as progress is usually determined by
comparing the individual’s baseline data to subsequent data. For example, when try-
ing to improve the complex working memory span of an 8-year-old, the trainer
might use an originally created counting span as the dependent measure. During
baseline testing, it is determined that the 8-year-old has a counting span of three. As
the intervention proceeds, the learner’s counting span might increase to four. The
relevant question at that point is the extent to which the data represent an improve-
ment that will translate into better academic performance or improved academic
skills. Perhaps, in the future, helpful benchmarks for working memory will be created
to assist educators and related professionals in making judgments about the develop-
ment of children’s working memory abilities.

Key Points

1. Processing deficits, particularly deficits in working memory, are one of the
main reasons students with disabilities are unable to respond successfully to
regular education interventions.

2. When short-term and working memory components are being assessed, closely
related cognitive processes should also be tested.
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3. Short-term and working memory subtests evolved out of experimental research
paradigms, not all of which are valid measures of real-world working memory
functioning.

4. The memory subtests found in most cognitive and memory scales are often
incorrectly classified. For example, a subtest purported to measure phonologi-
cal short-term memory may be primarily measuring executive working
memory.

5. Simple-span activities measure short-term memory and complex-span tasks
measure working memory. Simple-span tasks require little more than passive
retention of sequential items. Complex-span tasks introduce a secondary proc-
essing task that interferes with short-term retention.

6. Working memory assessment should begin with the generation and selection
of hypotheses that account for the referral concerns. Hypotheses point toward
memory components and cognitive processes that are likely to be deficient.
Subtests that allow the testing of these hypotheses are then selected.

7. The cross-battery approach can be an efficient method of organizing and con-
ducting working memory assessment. However, because cross-battery analysis
is lacking the usual psychometric statistics, interpretation of results should be
cautious.

8. Although clinical judgment is necessary, it needs to be balanced with accept-
able actuarial-based, statistical procedures.

9. Profile analysis is a justifiable method of determining an individual’s memory
strengths and weaknesses.

10. A normative weakness is indicated when a score is below a standard score of
90, and an ipsative weakness is indicated when there is at least a 12-point dis-
crepancy between the score and a relevant broad domain or IQ score. A deficit
exists when both a normative and an ipsative weakness are present. Deficits are
rare and are indicative of an impairment. Whenever scores meet the criteria for
a deficit, the usual rules regarding base rates and nonunitary factors can be
suspended.

11. The Working Memory Analysis Worksheet (Appendix C) can be used to analyze
scores from one battery or scores obtained during a cross-battery assessment.

12. When interpreting working memory results, clinicians should first analyze the
separate memory components and processes. Then, integrate the information
so that the functioning of the overall working memory system can be
understood.
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Using Cognitive Scales to Assess
Working Memory

N
early all tests of intelligence, cognitive abilities, and cognitive processes include
measures of short-term and working memory. With the round of revisions that
began in the mid-1990s, many popular scales added working memory subtests

and created working memory composites. Short-term and working memory subtests fac-
tor into FSIQs and other composites more than they ever have before. The recent addi-
tion of working memory subtests seems to have been influenced by the growing
awareness of the central role working memory plays in cognitive functioning and learn-
ing. Despite the expanded offerings, some of the intellectual and cognitive instruments
tap only some aspects of short-term and working memory. Consequently, a selection of
memory subtests from two or more batteries may be necessary in order to complete a
comprehensive assessment of working memory. Whether the practitioner elects to use
one scale or multiple scales, she or he will have a better understanding of how each scale
measures working memory and how to interpret results after reading this chapter. The
intent of this chapter is to provide detailed information about the memory measures con-
tained in several popular contemporary cognitive scales. The emphasis will be on identify-
ing the specific working memory components measured by each subtest, with specific
recommendations for how to interpret the memory scores produced by each scale.

Cattell-Horn-Carroll (CHC) Theory and Working Memory

The short-term and working memory subtests incorporated into intellectual and cog-
nitive scales are derived from well-established measurement paradigms that were de-
veloped during decades of research in cognitive psychology. Thus, using an
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intellectual scale to assess working memory should be considered no less valid than
using a recognized memory battery. Although intellectual and cognitive scales utilize
traditional memory measures, their theoretical foundations are intellectual and cog-
nitive theories, not memory theories. As such, the structure of short-term and work-
ing memory factors within intellectual and cognitive scales may vary from the
prominent research models, such as Baddeley’s.

Currently, CHC theory (McGrew, 2005) is the most recognized intelligence
theory that includes memory factors. The majority of intellectual and cognitive
scales are now aligned with CHC theory or are influenced by it. CHC advocates
(e.g., Flanagan & Ortiz, 2001; McGrew) have developed a taxonomy based on
factor-analytic studies that allows the classification of all factors and subtests found
in contemporary intellectual and cognitive scales. The origins of CHC lie with
Cattell-Horn theory (Horn & Blankson, 2005) and John Carroll’s (1993) colossal
meta-analysis of intellectual factors. CHC theory posits a trilevel hierarchical model,
with g, or general intelligence, at the top; 10 broad abilities (see Table 7.1) at the
middle level, or stratum; and approximately 70 narrow abilities at the lowest level
(McGrew & Woodcock, 2001).

In CHC theory working memory is classified as a subtype of short-term memory.
This hierarchy may be incorrect and outmoded for two reasons: (a) only pre-1990
tests that seldom contained working memory measures were included in Carroll’s
(1993) analysis; and (b) research since Carroll’s analysis has consistently found work-
ing memory to be a primary intellectual factor (see Chapter 3). Nonetheless, most
interpretative guidelines found in the manuals of CHC-based batteries assume that
Carroll’s classification is correct. Consequently, clinicians should be aware of CHC’s
hierarchical arrangement of short-term and working memory. Despite the subsidiary
placement of working memory, the CHC definitions of short-term memory and

Table 7.1 CHC Theory Broad Abilities

Fluid Intelligence

Quantitative Intelligence

Crystallized Intelligence

Reading and Writing

Short-Term Memory

Visual Processing

Auditory Processing

Long-Term Storage and Retrieval

Processing Speed

Decision/Reaction Time/Speed
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working memory are consistent with Baddeley’s theory (McGrew, 2005). For in-
stance, short-term memory is defined as ‘‘the ability to apprehend and maintain aware-
ness of elements of information in the immediate situation’’ (McGrew, p. 153).
Working memory is defined as the ‘‘ability to temporarily store and perform a set of
cognitive operations on information that requires divided attention and the manage-
ment of the limited capacity resources of short-term memory’’ (McGrew, p. 154).

General Guidelines for Selecting Working Memory Subtests

Chapter 6 provided guidelines for selecting subtests based on referral hypotheses and
cross-battery procedures. When searching for subtests that measure the memory com-
ponents chosen for assessment, practitioners should review reliability and validity in-
formation before making the final selections.

Subtest Reliability

Global and factor scores produced by intellectual and cognitive scales are almost al-
ways at an acceptable level of reliability. However, the reliability of individual sub-
tests is another matter because it is more difficult to attain high subtest reliability,
especially when the subtest contains only a few items. The higher the reliability coef-
ficient, the less measurement error is associated with the subtest score. When reliabil-
ity coefficients are .90 or above, reliability is considered adequate and practitioners
can be confident using these scores to make diagnostic decisions. However, very few
short-term and working memory subtests, if any, meet this high standard. For sub-
tests with reliability coefficients between .80 and .90, clinicians should use the scores
to test referral hypotheses and analyze strengths and weaknesses but should be cau-
tious about basing diagnostic decisions on these scores. Subtests that have reliability
coefficients of less than .80 should be combined with other subtests that measure the
same component, if possible. For instance, a clinical factor score is likely to have
higher reliability than a single subtest score. Furthermore, when subtest reliability is
weak, much more weight should be given to other sources of data. When the memory
subtests being considered have a reliability coefficient below .70, the practitioner
should seek out alternatives with higher reliability. For most of the subtests reviewed
in this chapter and in Chapter 8, reliability coefficients are not provided, mainly be-
cause the coefficients vary by age and by the type of reliability study. When planning
a working memory assessment, the reader is advised to consult the technical manual
of the battery containing the subtests of interest.

Validity

When conducting evaluations involving learning problems, validity studies con-
ducted with clinical populations are the most relevant. Given the overwhelming evi-
dence documenting the significant relationships between working memory
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components and all areas of academic learning, clinical studies should report findings
that would be predicted from these established relationships. In general, it can be
predicted that a clinical sample, such as a group of children with reading disabilities,
will perform poorly on short-term and working memory subtests relative to matched
control subjects. Concurrent validity studies with achievement tests can also provide
pertinent evidence. For these, expect to find high correlations between academic skills
and working memory. When results confirming predictions are reported, clinicians
can be relatively confident that the subtests under consideration are valid measures of
short-term and working memory. Each test review contained in this chapter and the
next provides a synopsis of validity evidence pertaining to memory.

General Guidelines for Administering Working Memory Subtests

Certainly, evaluators need to strictly adhere to the manual’s administration and scor-
ing rules when conducting standardized testing. Due to the somewhat unique charac-
teristics of short-term and working memory subtests, additional caveats and
recommendations are offered here. Keeping these in mind will help to ensure the
integrity of testing procedures and the validity of the results.

1. With memory subtests in particular, standardized rules need to be strictly fol-
lowed. No discretion is allowed when every second counts, as it does in most
measures of simple span. Accordingly, examiners may need to practice unfami-
liar memory subtest procedures more so than other unfamiliar cognitive
subtests.

2. Because these are memory tests, no item or part of any item should be repeated,
unless the contrary is clearly specified. The only exception applies to learning
subtests (often grouped with memory subtests) in which corrective feedback
and multiple trials are allowed.

3. Keen observation is necessary. Because repetition of items is not allowed, it is
critical that the examiner check for nonverbal behavior that indicates the exam-
inee is ready and paying attention before presenting each item. Observation
during memory testing is also important because it may reveal strategy usage
and other relevant behaviors (see Table 6.5 for specific behaviors).

4. Close observation will also prevent examinee strategies and tactics that may in-
validate the results. Most of these are obvious, such as responding before the
examiner has finished presenting the list. Whether a strategy such as chunking
of numbers is allowed will vary with each test battery.

5. During testing, examiners should avoid making any comments that might sug-
gest strategy use or nonuse. After all testing is completed, examiners should
question examinees about their use of strategies during the short-term and
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working memory subtests. Such questioning should not be done between sub-
tests, as it may prompt the examinee to apply certain strategies.

6. Additional clinical information may be obtained by testing the limits. This
method involves returning to a subtest and conducting some informal testing.
For example, the clinician might suggest that the examinee try subvocal rehear-
sal during a span subtest. Then administer additional items to determine if the
strategy makes a difference.

7. For individuals lacking English proficiency, there is no harm in translating di-
rections so that the examinee understands the task. However, translation of ver-
bal items is completely inappropriate, given the direct relationship between
articulatory length and phonological memory span. When batteries in the ex-
aminee’s primary language are unavailable, only visuospatial measures should
be administered.

Stanford-Binet Intelligence Scales–Fifth Edition (SB5)

From its inception, the Stanford-Binet has included measures of short-term memory.
In the most recent revision of the Stanford-Binet (Roid, 2003; see Table 7.2), the
name of the memory factor was changed from ‘‘Short-Term Memory’’ to ‘‘Working
Memory’’ and two new working memory subtests were added. Despite structural
changes, the SB5 remains true to its origins. It is still very much a test of g, with
processing factors that load low on g omitted from the battery. From a CHC

Table 7.2 Stanford-Binet Intelligence Scales–Fifth Edition (SB5)

Author: Gale Roid

Publisher: Riverside Publishing

Publication Date: 2003

Age Range: 2:0–85+

Memory Composites

Working Memory

Memory Tasks and Associated Memory Components

Delayed Response—Visuospatial STM

Block Span—Visuospatial WM

Memory for Sentences—Verbal WM

Last Word—Executive WM
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perspective, the SB5 measures five factors: fluid reasoning, crystallized intelligence,
quantitative reasoning, visual-spatial processing, and short-term memory. The SB5
attempts to measure the verbal and nonverbal dimension of each factor, resulting in a
Verbal and Nonverbal IQ, in addition to the global IQ score. (For more details on
the SB5, see Roid and Barram, 2004.)

Unique Features

With six levels of difficulty, SB5 administration begins with two routing subtests—
one verbal and one nonverbal—to determine remaining subtest entry levels. The two
routing subtests, which increase the efficiency of testing, can also be used to compute
an Abbreviated Battery IQ for screening purposes. The most unique characteristic of
SB5 administration is that the subtests are divided into groups of six items or less,
referred to as testlets. After completing a testlet, the examiner goes on to three
other subtests in the same verbal or nonverbal domain before returning to the
subtest and continuing with the next testlet. This unique administration procedure
can be challenging for examiners to master, but it is actually more efficient and per-
haps less stressful for the examinee, as a range of abilities are tested at a comparable
level before going on to a more difficult level within a subtest. In order to better track
cognitive development over time, the SB5 offers the option of change-sensitive scores.
These special standardized scores, which have a mean of 500 for age 10:0, change
with cognitive growth even if the examinee’s rank in the distribution remains the
same.

Validity Evidence Regarding Working Memory

The SB5 manual (Roid, 2003) reports factor means for a study of students with spe-
cific learning disabilities. The results are what would be predicted from research on
the relations working memory scores have with specific areas of achievement. The
group of students with a mathematics disability obtained its lowest mean on the
Quantitative and Working Memory factors. Students with a reading disability had
the lowest factor means in Knowledge and Working Memory. And, for those with a
written language disability, Working Memory was the lowest mean. Unfortunately,
the data are not broken down by verbal and visual domains.

Memory Subtests and Tasks

The SB5 has one verbal working memory subtest and one nonverbal working mem-
ory subtest. Because the tasks change as difficulty level changes, this discussion will
focus on the tasks instead of the subtests.

Delayed Response

Young children and those with low level functioning are administered a testlet of
working memory items referred to as Delayed Response. In this variation of the classic
‘‘shell game’’ a small toy is hidden under a plastic cup that either remains in position,
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is switched with another cup, or is hidden behind a screen. After a brief delay, the
child must identify the location. Because of the movement of the objects and the like-
lihood the child is using a strategy to track and retain the location, this task is prob-
ably tapping visuospatial working memory in addition to visuospatial short-term
memory.

Block Span

Beginning with Level 2, the Nonverbal Working Memory subtest consists of a block
span task, a nonverbal analog to the classic digits forward and backward tasks. In this
variation of Corsi block span, eight blocks are placed on a card that has two rows, one
yellow and the other red. Using another block, the examiner taps a sequence of blocks
at the rate of one per second with an exaggerated up and down motion of the hand.
At level three, the task becomes more challenging as the examinee must mentally sort
the taps occurring on the blocks placed on the yellow strip from those placed on the
red strip and then tap the yellow series before the red. Clearly, this task is measuring
visuospatial working memory. When the task requires sorting, executive working
memory also becomes involved.

Memory for Sentences

This activity requires examinees to repeat brief phrases or sentences. At the lowest
level (Level 2) there are brief phrases; at Level 3, the stimuli are complete sentences.
Two points are awarded for perfect recall; one point if the examinee makes a single
mistake. As there is no transformation of the information or any secondary process-
ing task, this activity seems to be a fairly pure measure of verbal working memory.

Last Word

The Last Word task, which is introduced at Level 4, is clearly more challenging
and involves verbal working memory in addition to executive working memory. Ex-
ecutive working memory is called into action because the task introduces interference
by asking two unrelated questions after each sentence. The Last Word task is the
classic listening span (Daneman & Carpenter, 1980) in which the examinee must
retain the last word in a series of sentences while dealing with interference. Similar to
Memory for Sentences, the examinee earns two points for all words in the correct
sequence and one point if the sequence is incorrect or if one word is omitted or
incorrect.

Interpretation of Memory Scores

Begin by computing the Working Memory factor score (a combination of the Non-
verbal and Verbal Working Memory subtests) and comparing this to a global cogni-
tive score in order to determine whether overall working memory functioning might
be an intraindividual strength or weakness. Proceed with comparing the Working
Memory score with relevant cognitive processes, including any other SB5 factors that
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were administered. Then, contrast the Verbal and Nonverbal Working Memory
scores, keeping in mind that the verbal subtest measures verbal and executive working
memory, whereas the nonverbal is measuring visuospatial short-term memory and
visuospatial working memory. If the SB5 Visual-Spatial Processing factor has been
completed, it is worthwhile to compare it with the Nonverbal Working Memory
score (converting the subtest score to the factor metric will be necessary). Should
Nonverbal Working Memory be significantly lower that the Visual-Spatial Process-
ing factor, the implication is that the problem lies within working memory, not
within broad visual-spatial processing. Unfortunately, it is difficult to interpret a
subtest analysis of the SB5’s memory subtests because the two tasks (for which there
are no scaled scores) within each subtest are tapping different memory components.
An alternative is to rely on clinical judgment and examine within subtest perfor-
mance divided by tasks. One difference between the Delayed Response and Block
Span tasks is that Delayed Response does not require sequencing or any advanced
strategies. Within the verbal domain, Memory for Sentences is mainly verbal work-
ing memory, whereas Last Word primarily involves executive working memory.
Both of these verbal tasks are influenced by long-term semantic memory. In cases
where working memory is retested with the SB5, change sensitive scores can be com-
pared to determine the extent of growth.

Strengths and Weaknesses As a Working Memory Measure

Despite the distinct tasks within each subtest, there are some advantages to using the
SB5 in a working memory assessment: (a) none of the stimuli are digits, eliminating a
potential confound caused by poorly developed arithmetic skills; (b) it covers a wide
age range and the tasks are age appropriate; and (c) the gain scores are useful for
measuring progress. Disadvantages to SB5 use include: (a) there is no phonological
short-term measure; and (b) it does not have a broad short-term memory factor.
When a comprehensive working memory assessment is desired, practitioners will
need to supplement the SB5 with subtests from other scales.

Differential Ability Scales–Second Edition (DAS-II)

The DAS-II (Elliott, 2006; see Table 7.3) is a cognitive abilities battery designed to
measure reliable profiles of specific cognitive strengths and weaknesses. An American
version of the British Intelligence Test, the DAS-II was originally based on Gustafs-
son’s model of intelligence (Elliott) but is now aligned with CHC theory. In addition
to its primary composites—Verbal Ability, Nonverbal Reasoning Ability, and Spatial
Ability—the scale provides three optional diagnostic clusters: Working Memory,
Processing Speed, and School Readiness. The Working Memory cluster is comprised
of two subtests: Recall of Digits Backward and Recall of Sequential Order. However,
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the DAS-II also includes several other subtests that tap various short-term and work-
ing memory components (see Table 7.3).

Unique Features

The DAS-II has a variety of appealing, child-friendly tasks with age-appropriate
manipulatives that make it an ideal scale for preschoolers and young elementary-
aged children. A unique property of the DAS-II is its emphasis on high subtest
specificity and reliability. Subtest specificity refers to the degree to which a
subtest measures a specific ability, as opposed to multiple abilities. With its
high subtest specificity, examiners can more confidently interpret profiles of
subtest strengths and weaknesses, a desirable quality when assessing working
memory components. Also, the DAS-II is particularly useful when evaluating
children with exceptional abilities, as it allows out-of-age-level testing. Finally,
the DAS-II minimizes the sense of failure by using an item-set approach instead
of traditional basals and ceilings.

Validity Evidence Regarding Working Memory

Similar to validity studies conducted with other intellectual scales, students with
learning disabilities performed as predicted on the DAS-II’s short-term and working
memory subtests. In a standardization study, a group of children with a reading dis-
ability performed significantly lower than matched normal children on several mem-
ory subtests: Recall of Digits Forward, Rapid Naming, Recall of Sequential Order,
and Recall of Objects (Elliott, 2006).

Table 7.3 Differential Ability Scales–Second Edition (DAS-II)

Author: Collin Elliot

Publisher: PsychCorp

Publication Date: 2006

Age Range: 2:6–17:11

Memory Composites

Working Memory

Memory Subtests and Associated Memory Components

Recall of Digits Forward—Phonological STM

Recall of Digits Backward—Executive WM

Recall of Sequential Order—Executive WM

Recall of Designs—Visuospatial STM

Recognition of Pictures—Visuospatial STM

Recall of Objects Immediate—Learning

Rapid Naming—Long-Term Retrieval
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Memory Subtests and Tasks

Recall of Digits Forward and Recall of Digits Backward

Although these two subtests are administered separately, the administration and scoring
procedures are identical. For both subtests, the examiner utters the digits at the rate of
two per second, a speed twice as fast as traditional digit span tasks. The quicker delivery
of the items is intended to virtually prevent rehearsal; however, it appears that the for-
ward and backward spans obtained on the DAS-II are very similar to those from digit
span subtests that present digits at the traditional rate of one per second. Perhaps the
shorter retention interval counterbalances the reduced opportunity to rehearse between
digits. The separation of the forward and backward tasks (see Appendix A) facilitates
profile analysis and interpretation of short-term and working memory scores, and re-
sults in a working memory cluster that is distinct from short-term memory.

Recall of Sequential Order

In Recall of Sequential Order, the child hears a list of body parts and must order
them from highest to lowest. For the easiest items, a picture of a child remains ex-
posed as the examinee orders and recalls the body parts. At the next level, the exam-
inee recalls body parts without a picture; and at the highest level, the examinee must
sequentially recall body parts when other object names are mixed in with the list.
Because this task requires the integration of verbal and visual information, it mainly
involves executive working memory.

Recall of Designs

According to the DAS-II factor structure, this subtest is primarily aligned with visual-
spatial processing. However, in this text it is classified as a measure of visuospatial
short-term memory because the task involves the short-term recall of visual and spa-
tial relationships. After viewing an abstract line drawing for 5 seconds, the child is
required to reproduce it with pencil and paper. Because of the abstract nature of the
stimuli and short exposure time, verbal recoding of the stimuli is unlikely, making it
an appropriate measure of visuospatial short-term memory.

Recognition of Pictures

During this subtest, the examinee is shown a picture of one or more familiar objects
for 5 seconds, and then must select the previously viewed object(s) from a response
page that includes distracters. Although examinees can apply verbal recoding during
this activity, it seems to be primarily measuring visuospatial short-term memory.

Recall of Objects-Immediate

The examiner displays a card and says the names of 20 pictured objects. When the
card is removed, the examinee is directed to recall as many objects as possible. There
is a second and third trial with the same items; thus, this subtest is classified as a
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learning task. An optional delayed version can be administered 10 to 30 minutes later
but the examinee should not be informed that this will occur.

Rapid Naming

Although the DAS-II structure places Rapid Naming under the Processing Speed
cluster, this subtest might also be considered a measure of long-term retrieval. Similar
to other rapid automatic naming (RAN) subtests, the task includes the naming of
colors and pictures and has a time limit of 2 minutes.

Interpretation of Memory Scores

The DAS-II Record Form and computer-scoring software apply the usual discrep-
ancy analysis procedures, comparing the Working Memory cluster with the GCA
and Processing Speed, the other clinical cluster. Included in the statistical procedures
is a time-saving subtest profile analysis that compares each diagnostic subtest with the
mean score of the core subtests. This analysis of intraindividual strengths and weak-
nesses is particularly useful, given that all of the diagnostic subtests involve short-term
or working memory, or are very closely associated with working memory. To more
clearly identify the individual’s short-term and working memory strengths and weak-
nesses, the Working Memory Analysis Worksheet (see Appendix C) should be used to
analyze the DAS-II subtest scores (see Table 6.7 for an example of how to complete
the worksheet). When doing so, refer to Appendix A to determine the classification of
the subtests; for example, Recall of Digits Forward should be used to represent pho-
nological short-term memory. Because the DAS-II subtest standard scores are
T-scores with a mean of 50 and a standard deviation of 10, a 10-point discrepancy
between subtest scores should be considered significant. When DAS-II subtests are
part of a cross-battery analysis, the T-scores will first have to be transformed (to a
metric with a mean of 100 and a standard deviation of 15) by multiplying the
T-Score by 1.5 and then adding 25. Notable pairwise comparisons with the DAS-II
are: (a) comparing Recall of Digits Forward with Recall of Designs because both are
relatively pure short-term measures of their respective modality; (b) contrasting the
DAS-II’s Working Memory cluster with each short-term memory component; and
(c) contrasting the Working Memory cluster with a clinical short-term memory fac-
tor derived from averaging the three short-term memory subtests (see Appendix A).

Strengths and Weaknesses As a Working Memory Measure

The DAS-II is ideal for conducting a profile analysis of individual strengths and
weaknesses because of the exceptionally high specificity of its subtests. In regards to
working memory assessment, the DAS-II also has several other advantages: (a) it in-
cludes assessment of cognitive processes (phonological processing, visual processing,
and processing speed) that are closely associated with working memory; (b) because
the diagnostic subtests are designed to stand alone, they are suitable for cross-battery
assessment; (c) the Working Memory cluster measures working memory components
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only, instead of a combination of short-term and working memory; and (d) Recall of
Digits Forward is a relatively pure measure of phonological short-term memory span
because it reduces the opportunity for rehearsal. Some of the drawbacks of DAS-II
usage include: (a) the need to transform T-scores whenever a cross-battery analysis is
completed; and (b) the lack of verbal measures that do not include digits.

Kaufman Assessment Battery for Children–Second Edition
(KABC-II)

The KABC-II (Kaufman & Kaufman, 2004a; see Table 7.4) is a five-factor cognitive
assessment instrument with a bitheoretical structure. Like the original KABC, the
recent revision operationalizes Luria’s neuropsychological theory (Luria, 1970) by
measuring planning, learning, sequential processing, and simultaneous processing.
By adding a fifth factor—knowledge—the KABC-II offers the option of assessment
and interpretation from the CHC perspective. The authors recommend selection of
the Lurian model whenever inclusion of crystallized ability (the knowledge factor)
would compromise the validity of the full-scale composite, such as when the exam-
inee is bilingual. When evaluating children referred for a learning disability, the
Kaufmans recommend the CHC model. Examiners should select the model that best
applies to each case before administering the battery. With the exception of the
Knowledge subtests, the same subtests are administered under both approaches; how-
ever, the meaning ascribed to the results will vary, depending on the model chosen.

Table 7.4 Kaufman Assessment Battery for Children–Second Edition (KABC-II)

Authors: Alan and Nadeen Kaufman

Publisher: Pearson AGS

Publication Date: 2004

Age Range: 3:0–18:11

Memory Composites

Sequential Processing/Short-Term Memory

Learning Ability/Long-Term Retrieval

Memory Subtests and Associated Memory Components

Number Recall—Phonological STM

Word Order—Executive WM

Hand Movements—Visuospatial STM

Face Recognition—Visuospatial STM

Atlantis—Learning

Rebus—Learning
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For example, the CHC Short-Term Memory factor is interpreted as sequential proc-
essing under the Lurian model, and the CHC Long-Term Retrieval factor is inter-
preted as learning under the Lurian model. (For more information on the KABC-II,
see Kaufman et al., 2005.)

Unique Features

In addition to its bitheoretical foundation, the KABC-II is unique in that it allows
teaching of the task when the child fails teaching items, typically the first and second
items of each subtest. On some subtests, it is even permissible to readminister easy
items when a child subsequently passes harder items. Other options that make the
KABC-II ideal for students of varying abilities and characteristics include: (a) norms
are available for out-of-level testing for children aged 3 through 7; (b) for Spanish-
speaking examinees, Spanish directions to all subtests, sample items, and teaching items
are printed in the easels; and (c) for bilingual children, a Nonverbal Index comprised of
five subtests is an option. The KABC-II also has a reputation for reducing differences
between racial and ethnic groups. For each of the African American, Hispanic, and
Native American groups, FSIQ is only a few points lower than the mean FSIQ of
whites. According to the KABC-II Manual (Kaufman & Kaufman, 2004a), ethnicity
accounts for no more than 2% of test score variance among preschoolers and no more
than 5% among older children. These reduced ethnic differences may be related to the
fact that the KABC-II primarily measures processing, which tends to be less culturally
loaded than knowledge-based scales. Also, the test seems to be very ‘‘child friendly,’’
thereby affording children who are less ‘‘test wise’’ the opportunity to perform well.

Validity Evidence Regarding Working Memory

Validity studies of students with learning disabilities produced profiles consistent
with learning disabilities research, if not with working memory per se. For students
with a reading disability, the Long-Term Retrieval and Knowledge scores were the
lowest, and the Short-Term Memory score was lower than the Visual Processing
score. The group of students with a mathematics disability obtained its lowest means
on the Knowledge and Fluid Reasoning factors.

Memory Subtests and Tasks

The set of memory subtests administered varies with age. Visuospatial short-term
memory measures are not included in the 4- to 18-year-old factors, but they are part
of the Nonverbal Index and battery for 3-year-olds. The Long-Term Retrieval/Learn-
ing subtests, which involve the presentation of stimuli in both a visual and auditory
format, require the examinee to learn and retain new information with efficiency.
These subtests are unique in that corrective feedback is given every time the examinee
makes an error. The auditory Short-Term Memory/Sequential subtests are traditional
measures that require the sequential repetition of numbers or words. Also, there are
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optional delayed recall subtests for both of the Long-Term Retrieval/Learning scale
subtests—Atlantis and Rebus.

Number Recall

The Number Recall subtest, which does not include a backward condition, measures
phonological short-term memory. After listening to a series of numbers ranging from
two to nine numbers in length, the examinee is required to repeat the numbers in
order. Although the digits are presented at the typical rate of one per second, exam-
iners should not drop their voice at the end of sequence, a practice that is typical with
other batteries. Interestingly, the number seven is omitted from the subtest because it
has two syllables.

Word Order

Word Order is classified as an executive working memory task because it requires
both visuospatial and verbal processing, and because the higher level items include
interference. For the lower level items, the examinee is shown a card with five pictures
(silhouettes of common objects), the pictures are covered, the examiner says the
names of some pictures, the pictures are uncovered, and then the examinee points to
the pictures in the exact sequence. When the higher level items are reached, the num-
ber of pictures is increased to seven and interference is introduced. The interference
consists of naming the colors of two rows of colored squares before pointing to the
correct pictures.

Hand Movements

This measure of visuospatial short-term memory is intended to replace the two verbal
short-term memory subtests when a nonverbal ability estimate is desired. The items
consist of hand movements (there are three positions) presented at the rate of one per
second. The examinee must repeat the movements in the correct sequence.

Face Recognition

The KABC-II places the Face Recognition subtest under the Visual Processing factor;
however, it is also a measure of visuospatial short-term memory. Neurologically,
memory for faces is probably distinguishable from memory for other visual-spatial
content. Nonetheless, it seems appropriate to place it under the visuospatial short-
term memory component. The task consists of showing the examinee one or two
faces for 5 seconds and then having the examinee pick out the faces from a group of
faces on the response page. Interestingly, the stimulus photos are tightly cropped so
as to display only the face, whereas most of the body is shown on the response page.

Atlantis

This task requires the examinee to use working and long-term memory to associate
new names with drawings of a fish, shell, or plant. After the stimuli are presented, the
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examinee must point to the correct drawings on a response page containing several
items. Immediate corrective feedback is provided every time the child makes an error.
This learning task goes beyond short-term retention because the examinee must recall
random items introduced previously, along with items introduced moments ago. In
addition to routine working memory operations, the task surely enlists executive
working memory to initiate strategies for remembering the information and to coor-
dinate visual and auditory input. Examinees receive one point instead of two any
time an incorrect response is in the correct category—for example, the correct re-
sponse is a fish but the examinee points to the wrong fish.

Rebus

This task also requires the examinee to use working and long-term memory to learn
and retain new associations. Rebus is a cumulative learning task similar to Atlantis,
with the main difference being that no corrective feedback is given when the child
makes an error. However, when going on to the next item, there is a review of pre-
vious symbols before new ones are introduced. The sequence involves teaching a re-
bus (abstract symbol for a word) and then having the child read rebus sentences.
Along with Atlantis, Rebus taps several processes besides working memory and long-
term retrieval, including attention, encoding, executive processing, and visual and
auditory processing.

Interpretation of Memory Scores

Because of the need to realign the KABC-II memory subtests with specific compo-
nents, clinicians should use the Working Memory Analysis Worksheet (Appendix C)
when conducting a profile analysis. To determine individual strengths and weak-
nesses, memory component scores can be compared to the KABC-II composite or a
processing mean that includes the memory subtests. The Learning/Long-Term Re-
trieval subtests may be included in the profile analysis, but should be classified as
learning because they include corrective feedback and repetition of stimuli. When
conducting pairwise comparisons, the KABC-II Learning/Long-Term Retrieval score
should be contrasted with Number Recall (representing phonological short-term
memory) and with Word Order (representing executive working memory). For intra-
subtest analysis, clinicians should consider performance on Word Order items before
and after the introduction of the interference task. Finally, Kaufman et al. (2005)
recommend that examiners observe the examinee’s strategies during memory subtests
and take these qualitative indicators into account when interpreting results.

Strengths and Weaknesses As a Working Memory Measure

The KABC-II makes several contributions to a comprehensive assessment of working
memory, including: (a) the subtests are carefully constructed to control for poten-
tially confounding variables—for example, with the number seven omitted, all of the
Number Recall digits are one syllable only; (b) partial credit is given for categorically
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correct responses in Atlantis, acknowledging the contributions of semantic memory
and an activated pool of long-term representations; (c) age-appropriate visuospatial
memory measures are included; and (d) the learning/long-term retrieval factor allows
for a within-battery comparison with verbal short-term and working memory
components. The main drawback to the KABC-II is that the sampling of short-term
and working memory components is limited.

Supplementing the KABC-II with the Kaufman Test of Educational
Achievement–Second Edition (KTEA-II)

If an assessment of the long-term retrieval component is desired, especially the specif-
ic aspect of rapid automatic naming (RAN), the evaluator should consider using
select subtests from the KTEA-II (Kaufman & Kaufman, 2004b). The KTEA-II is a
comprehensive and diagnostic individual achievement test that was conormed with
the KABC-II. It offers an optional Naming Facility (RAN) subtest along with an
optional Associational Fluency subtest. The Naming Facility subtest has three sepa-
rated timed rounds that include naming pictures of common objects, naming colors,
and naming letters. Associational Fluency has four separated timed tasks that require
rapid retrieval of common objects and words that start with specific sounds. In
instances where a child performed poorly on the KABC-II’s Learning/Long-Term
Retrieval factor, administration of these KTEA-II subtests allows the clinician to dif-
ferentiate the child’s long-term retrieval from his or her learning ability. Learning is
distinct from long-term retrieval in that learning is a combination of several memory
processes, including encoding and short-term retention. The KTEA-II can also be
used in situations where phonological processing abilities are a concern, as it includes
a phonological awareness measure.

Cognitive Assessment System (CAS)

The CAS (Naglieri & Das, 1997; see Table 7.5) is another cognitive abilities test
based on Luria’s theory of cognitive processing. Although the authors of the scale do
not claim that their test measures any memory dimensions, examination of the bat-
tery’s Successive Processing scale reveals that it is comprised of three classic verbal
short-term and working memory assessment paradigms. Also, the Simultaneous
Processing scale contains a task that taps visuospatial short-term memory. Because
these subtests can be interpreted as short-term and working memory measures, the
CAS is included among cognitive batteries that measure working memory. The four
cognitive processes purportedly measured by the CAS are Planning, Attention, and
Simultaneous and Successive processing (referred to as PASS; Naglieri, 1999). Adher-
ents of working memory theories that view working memory as an executive atten-
tion control system would also consider some of the subtests comprising the
Attention and Planning scales to be working memory measures, as the Attention scale
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includes a Stroop task called Expressive Attention and the Planning scale includes a
trail-making task called Planned Connections. Nevertheless, the discussion herein is
restricted to subtests from the Successive and Simultaneous scales. (For more details
on the CAS, see Naglieri, 1999.)

Unique Features

Among cognitive ability scales, the CAS is unique in that it strictly adheres to a
processing theory of cognitive abilities. Because of its theoretical basis, it does not
contain any measures of verbal ability or crystallized intelligence. A unique ad-
ministration feature of the CAS Planning subtests is the structured observation of
strategies and questioning about strategies after each subtest. After recording the
observed strategies, the examiner asks the child to report how he or she did the
items. Unfortunately, the observation and questioning of strategies is not required
on the subtests that are primarily measuring memory. Another feature of the CAS
is that it measures speech rate in children aged 5 to 7, providing the examiner
with a unique opportunity to compare speech rate with other indicators of short-
term memory capacity.

Validity Evidence Regarding Working Memory

There has been controversy surrounding the CAS factor structure; that is, the main
factors underlying CAS performance may not be the four PASS factors. Although the
CAS manual (Naglieri & Das, 1997) reports both exploratory and confirmatory
factor-analytic support for the four-factor PASS structure, Keith, Kranzler, and
Flanagan (2001) argue that the CAS is primarily measuring processing speed and

Table 7.5 Cognitive Assessment System for Children (CAS)

Authors: Jack A. Naglieri and J. P. Das

Publication Date: 1997

Publisher: Riverside

Age Range: 5:0–17:11

Memory Composites

(Successive Processing)

(Simultaneous Processing)

Memory Subtests and Associated Memory Components

Word Series—Phonological STM

Sentence Repetition—Verbal WM

Sentence Questions—Executive WM, Verbal WM

Figure Memory—Visuospatial STM
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short-term memory. The case for attributing performance on the Successive scale to
short-term memory is consistent with Kaufman and Kaufman’s (2004a) acknowledg-
ment that sequential processing is essentially the same as short-term memory. Fur-
thermore, a standardization study of children with reading disabilities (Naglieri &
Das) reported that the group performed poorest on the Successive Scale (a mean of
87.8), a finding concordant with research on the strong relationship short-term
memory has with reading. Finally, the CAS is known for having extremely high cor-
relations with measures of achievement. These strong relations are not surprising,
given that a substantial portion of the CAS is tapping short-term and working
memory.

Memory Subtests and Tasks

According to the manual (Naglieri & Das, 1997), the Successive Processing scale
measures the integration of stimuli into a specific serial order that forms a chain-
like progression in which each element is only related to those that precede it. Just
like other short-term memory measures, the CAS Successive processing subtests
require the examinee to repeat the items in serial order.

Word Series

This is a classic phonological short-term memory measurement paradigm. Words are
presented at the rate of one per second and the child must repeat them in the same
order. Although there is a different sequence and selection each time, the words for
each item are selected from the names of nine common objects. At first glance, this
appears to make the task easier; however, this is unlikely, as proactive interference
probably builds throughout the test.

Sentence Repetition

These sentences are nonsensical, as all the nouns, verbs, and modifiers are colors. For
example, a sentence might be something like ‘‘A blue greened a brown purple.’’
Although the examinee can depend somewhat on knowledge of sentence structure,
semantic knowledge and visual imagery will be of little use during recall. Thus, the
subtest is probably measuring phonological short-term memory as much as verbal
working memory.

Sentence Questions

After reading the same type of nonsense sentences (with nearly every word a color),
the examiner asks the examinee a question about the sentence, such as ‘‘Who greened
a brown purple?’’ With the questions complicating the task, the subtest is surely tap-
ping both executive working memory and verbal working memory, as the child strug-
gles to make sense out of nonsense. Given the challenge, it seems appropriate that this
subtest is not administered to those under 8 years of age.
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Figure Memory

Classified as a Simultaneous processing task by the CAS authors, Figure Memory
seems to be measuring visuospatial short-term memory as much as broad visual proc-
essing. After a 5-second exposure to a geometric figure, the examinee must draw the
same figure within a more complex design. The test is unique in that a verbal re-
sponse to a visual stimulus is not required.

Speech Rate

Given the established connection between speech rate and phonological short-term
memory, this subtest should be administered whenever the CAS is given to a child
from 5 to 7 years of age. The task requires a child to repeat a series of words as fast as
possible 10 times. All of the series are three words long, and all of the words were
used previously in the Word Series or Sentence Repetition subtests.

Interpretation of Memory Scores

Psychologists and related professionals tend to restrict their test interpretation to the
factors suggested by the test’s purported structure. Thus, practitioners who use the CAS
to assess short-term and working memory will need to preface their oral and written
interpretations with an explanation as to why these CAS subtests are actually measuring
memory and why it is appropriate to interpret them accordingly. Otherwise, the recom-
mendations for analysis and interpretation are the same as for most other cognitive
scales. Clinicians should use the Working Memory Analysis Worksheet in Appendix C,
entering scores in the cells suggested in Appendix A. They should then proceed with
comparing each memory component with the CAS composite, another global cognitive
score, or the mean of the processes and memory components that have been assessed.
Finally, logical pairs should be compared, such as contrasting phonological short-term
memory with visuospatial short-term memory. When interpreting CAS subtests, keep
in mind that the Successive processing subtests are relatively uninfluenced by semantic
long-term memory. Finally, there is a unique opportunity to compare the speech rate of
5- to 7-year-olds with their phonological short-term memory span.

Strengths and Weaknesses As a Measure of Working Memory

Despite the fact that the CAS does not claim to measure short-term and working
memory, the test has much to recommend it, including: (a) it presents an opportu-
nity to obtain a standardized measure of speech rate and compare this with the child’s
short-term memory span; (b) it factors out the influence of long-term semantic mem-
ory, thereby creating a purer measure of short-term and working memory; (c) none
of the subtests introduce interference, again allowing for a cleaner measure of specific
memory components; and (d) it does not mix visual and verbal modes. Unfortu-
nately, most practitioners are unlikely to utilize the memory subtests or interpret
them as such because the short-term and working memory factors on the CAS are
labeled as Successive Processing.
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Woodcock-Johnson III Tests of Cognitive Abilities (WJ III COG)

The WJ III COG (Woodcock, McGrew, & Mather, 2001b; see Table 7.6) battery is
an appropriate choice whenever a broad-based assessment of cognitive processes is
planned. In addition to sampling seven CHC broad cognitive abilities that are inter-
related with working memory, the scale measures several related clinical factors: pho-
nemic awareness, attention, cognitive fluency, executive processes, and delayed recall.
Furthermore, the WJ III COG is conormed with the Woodcock Johnson III Tests of
Achievement (WJ III ACH), which itself has some subtests that tap working memory
and related processes. Even though the WJ III COG was not designed solely for
memory assessment, practitioners frequently utilize it for this purpose because the
design of the battery facilitates selective and cross-battery testing. See Schrank (2006)
for more information on the specific cognitive processes involved in WJ III COG
performance.

Unique Features

The WJ III COG was designed with selective testing in mind. The authors encourage
examiners to select subtests as needed instead of administering the entire battery. The
WJ III COG comes with Compuscore, a sophisticated computerized scoring, anal-
ysis, and report writing program that analyzes the data from several perspectives.

Table 7.6 Woodcock Johnson III Tests of Cognitive Abilities (WJ III COG)

Authors: Richard Woodcock, Kevin McGrew, and Nancy Mather

Publisher: Riverside Publishing

Publication Date: 2001

Age Range: 2:0–90+

Memory Composites

Working Memory

Short-Term Memory

Long-Term Retrieval

Memory Subtests and Associated Memory Components

Numbers Reversed—Executive WM

Auditory Working Memory—Verbal WM, Executive WM

Memory for Words—Phonological STM

Picture Recognition—Visuospatial STM

Visual-Auditory Learning—Learning

Retrieval Fluency—Long-Term Retrieval

Rapid Picture Naming—Long-Term Retrieval
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Another unique feature of the WJ III COG that makes it particularly applicable for
assessing individuals with a suspected learning disability is that it includes controlled
learning subtests in which immediate corrective feedback is given each time the ex-
aminee commits an error. Two of the controlled learning subtests are measures of
fluid reasoning.

Validity Evidence Regarding Working Memory

In a standardization study of children with learning disabilities and ADHD, the sub-
jects obtained their lowest score (88.2) on the Auditory Working Memory subtest,
the most demanding working memory subtest on the WJ III COG. The group also
obtained a below average mean (89.0) on Rapid Picture Naming.

Memory Subtests and Tasks

Numbers Reversed

Numbers Reversed is the classic backward digit span paradigm, with the examinee
required to repeat a series of numbers in reverse sequential order. Although a back-
ward digit span task is usually considered a measure of executive working memory,
the WJ III authors (Woodcock et al., 2001b) have Numbers Reversed contributing
to the battery’s Short-Term Memory cluster, as well as its Working Memory factor.
The WJ III COG does not include a forward digit span task.

Auditory Working Memory

Because the examinee must transform verbal information, Auditory Working Mem-
ory involves both verbal and executive working memory. The task requires the exam-
inee to listen to a series of intermixed words and digits, then to recall the words in
sequential order first, followed by the digits in the order they were presented. Partial
credit can be earned if one of the series is correct, but only if the words are attempted
first.

Memory for Words

Memory for Words is a classic test of phonological short-term memory span in which
the examinee is directed to repeat lists of unrelated words in the correct sequence.

Picture Recognition

Consistent with the CHC model, Picture Recognition is placed under the Visual-
Spatial Thinking cluster because short-term visual-spatial memory is considered a
narrow ability of visual-spatial processing. Nonetheless, Picture Recognition is osten-
sibly a measure of visuospatial short-term memory and should be interpreted as such
when assessment of working memory is being conducted. One or more pictures of
common objects are presented for 5 seconds and then the examinee selects the previ-
ously presented items from a page that includes distracters. Picture Recognition
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makes verbal recoding of the stimuli difficult, as each item contains varieties of the
same category.

Visual-Auditory Learning

Success on this rebus learning task depends on the effective coordination of work-
ing memory and long-term retrieval. As the associations between the visual stim-
uli and the words are completely novel, this activity relies on working memory to
effectively attach new representations with known words. Because the task extends
for several minutes, the fresh associations must be maintained in a readily acces-
sible pool within long-term memory while working memory accesses the relevant
associations and inhibits irrelevant information. Because immediate corrective
feedback is provided whenever the examinee responds incorrectly, examinees with
short-term and working memory weaknesses may eventually learn most of the
material. The amount of long-term storage resulting from this learning exercise
can be assessed with the Visual-Auditory Learning Delayed subtest, which can be
administered after a minimum of 30 minutes. Although the WJ III authors
(Woodcock et al., 2001b) classify this subtest as long-term retrieval, such tasks
are also considered measures of learning.

Retrieval Fluency

During Retrieval Fluency, working memory must direct an efficient search of related
items in long-term storage. The examinee is given 1 minute to name as many exam-
ples as possible from a specified category. The task consists of three different well-
known categories, with a 1-minute time limit for each.

Rapid Picture Naming

Rapid Picture Naming is a RAN activity that measures long-term retrieval speed. The
examinee is given 2 minutes to recall the names of pictured common objects as
quickly as possible. Rapid Picture Naming is part of the WJ III COG’s Cognitive
Fluency cluster but is classified herein as a measure of long-term retrieval.

Interpretation of Memory Scores

Unfortunately, the analysis provided by Compuscore is of little use when interpret-
ing the short-term and working memory scores. Because the Short-Term Memory
cluster contains a subtest (Numbers Reversed) that is typically not considered a
short-term memory measure, the subtests that comprise the Short-Term Memory
cluster need to be realigned. However, the Working Memory cluster score can
be used as is to represent executive working memory. Also, Compuscore’s Intra-
Cognitive Discrepancy table can be used to assess how executive working memory
relates to the individual’s overall cognitive ability. When the Working Memory score
is more than one standard deviation of discrepancy below the predicted score, it can
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be considered a statistically significant weakness. The remainder of the analysis
should be conducted with the Working Memory Analysis Worksheet in Appendix C,
with subtests classified according to their placement in Appendix A.

Strengths and Weaknesses As a Working Memory Measure

The main advantage of using the WJ III COG to test short-term and working
memory is the wide range of related cognitive processes found in the same bat-
tery, as well as in-depth sampling of learning and long-term retrieval. The draw-
backs of using the WJ III COG for memory assessment are minor. Although it
does not contain a digits forward task, Memory for Words provides an adequate
sample of phonological short-term memory. Overall, the WJ III COG would be
more useful if it sampled the short-term and working memory components in
more depth.

Supplementing the WJ III COG with the Woodcock Johnson III Tests
of Achievement (WJ III ACH)

Story Recall, a subtest on the WJ III ACH (Woodcock, McGrew, & Mather, 2001a),
is a typical story-retelling activity that can be considered a measure of verbal working
memory. The WJ III ACH uses the task to measure oral language expression but it is
clearly tapping verbal working memory, with assistance from long-term semantic
memory. The examinee listens to a story and then retells as much as can be remem-
bered. Points are awarded for elements that are recalled; some elements must be
stated verbatim, whereas others can be paraphrased. Because the two WJ III batteries
were conormed, there are no concerns about including the Story Recall score in a
profile analysis with WJ III COG scores.

Table 7.7 Universal Nonverbal Intelligence Test (UNIT)

Authors: Bruce A. Bracken and R. Steve McCallum

Publisher: Riverside Publishing

Publication Date: 1998

Age Range: 5–17

Memory Composites

Memory Quotient

Memory Tasks and Associated Memory Components

Symbolic Memory—Visuospatial STM

Spatial Memory—Visuospatial STM

Object Memory—Visuospatial STM
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Universal Nonverbal Intelligence Test (UNIT)

The UNIT (Bracken & McCallum, 1998; see Table 7.7) is designed to provide an
accurate assessment of nonverbal intellectual functioning in children and adoles-
cents for whom traditional language-loaded measures may not be appropriate due
to: speech, language, or hearing impairments; differences in cultural or linguistic
background; or certain childhood disorders, such as autism. The UNIT’s six sub-
tests produce four composite scores: memory, reasoning, symbolic processing, and
nonsymbolic processing, with fluid reasoning and short-term memory being the
primary factors.

Unique Features

The most unique characteristic of the UNIT is that the administration and response
formats are entirely nonverbal. Even the directions are nonverbal; eight easily under-
stood hand and body gestures are used to communicate. To ensure that the examinee
understands the task, each subtest begins with a nonverbal demonstration, coupled
with the standardized gestures, that is followed by sample items and teaching items.

Validity Evidence Regarding Working Memory

The UNIT’s FSIQ, 50% of which is based on short-term and working memory per-
formance, was found to be highly predictive of academic achievement (Bracken &
McCallum, 1998). Validity studies conducted with students who have learning disabil-
ities found that these individuals can be differentiated most easily on the basis of sym-
bolic processing (two of the memory subtests load on the symbolic processing factor).

Memory Subtests and Tasks

The three memory subtests are very similar in what they measure: the visual and
spatial aspects of short-term and working memory. The subtests require short-term
recall of content (shape and color), location, and sequence. An individual with nor-
mal visuospatial short-term memory can probably perform well without any verbal
mediation. However, an examinee who has developed verbal recoding of visuospatial
information can easily apply such a strategy, as all of the stimuli and their locations
can be named. The more recoding that is involved, the more likely the task will also
involve visuospatial working memory, as well as some strategy coordination from
executive working memory. All of the subtests have a similar administration format
in that each stimulus page is displayed for only 5 seconds and the examinee responds
by moving objects or placing chips on the response page.

Symbolic Memory

The examinee is shown a sequence of universal symbols for baby, girl, boy, woman,
and man, depicted in green or black. After viewing the sequence for 5 seconds, the
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examinee re-creates the sequence using response cards. Of the three subtests, this is
the only one with a sequencing requirement.

Spatial Memory

The examinee is shown a random pattern of green and black dots on a 3 � 3 or
4 � 4 grid. After viewing the stimulus for 5 seconds, the examinee re-creates the
pattern by placing green and black chips on a response grid. The authors view Spatial
Memory as less amenable to verbal mediation (i.e., verbal recoding). However, colors
and locations can be verbally coded; thus, this task appears very similar to the
other two.

Object Memory

The examinee is shown a page with a random array of pictures of common objects.
After viewing the stimulus page for 5 seconds, the examinee is presented with a sec-
ond pictorial array that includes all of the original stimulus figures plus foils. The
examinee must select the original stimulus figures by placing chips on them. This
subtest probably enlists executive working memory more than the other two, as the
examinee must inhibit the incorrect stimuli.

Interpretation of Memory Scores

When administered alone, interpretation of the UNIT’s memory scores is relatively
straight forward. The interpretative worksheet in the UNIT Record Form provides
tables for completing a thorough actuarial analysis. Standardized data are available
for: comparing each memory subtest to the overall memory score; some pairwise
comparisons of memory subtests; and comparing the memory composite with the
reasoning composite. In cases where the UNIT is part of a cross-battery assessment,
the practitioner should follow the procedures on the Working Memory Analysis Work-
sheet found in Appendix C.

Strengths and Weaknesses As a Working Memory Measure

In accord with its main purpose, the UNIT provides an opportunity to assess the
short-term memory capacity of individuals for whom a verbal assessment is inappro-
priate. Furthermore, it allows an in-depth evaluation of short-term retention of vi-
suospatial information. The UNIT’s subtests are more challenging than most
alternatives because examinees must recall more than one visuospatial characteristic
for most of the items. In cross-battery assessment cases, the UNIT may serve as an
appropriate supplement to a scale that lacks visuospatial memory subtests. The ob-
vious weakness of the UNIT is its limited sampling of working memory processes;
however, this constraint is expected, given its nonverbal format.
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The Wechsler Scales

The Wechsler Adult Intelligence Scale–Third Edition (WAIS-III; Wechsler, 1997a;
see Table 7.8) and the Wechsler Intelligence Scale for Children–Fourth Edition
(WISC-IV; Wechsler, 2003; see Table 7.9) share the same short-term and working
memory subtests: Digit Span, Letter-Number Sequencing, and Arithmetic. Of
course, the WAIS-III has a more difficult set of items because it goes into adulthood.
On the WAIS-III, all three subtests are needed to compute the Working Memory
Index, whereas only Digit Span and Letter-Number Sequencing are needed on the

Table 7.8 Wechsler Adult Intelligence Scale–Third Edition (WAIS-III)

Author: David Wechsler

Publisher: The Psychological Corporation

Publication Date: 1997

Age Range: 16:0–89:11

Memory Composites

Working Memory Index

Memory Subtests

Digit Span Forward—Phonological STM

Digit Span Backward—Executive WM

Letter-Number Sequencing—Verbal WM, Executive WM

Arithmetic—Executive WM

Table 7.9 Wechsler Intelligence Scale for Children–Fourth Edition (WISC-IV)

Author: David Wechsler

Publisher: The Psychological Corporation

Publication Date: 2003

Age Range: 6:0–16:11

Memory Composites

Working Memory Index

Memory Subtests

Digit Span Forward—Phonological STM

Digit Span Backward—Executive WM

Letter-Number Sequencing—Verbal WM, Executive WM

Arithmetic—Executive WM
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WISC-IV, with Arithmetic as a supplemental subtest that can be substituted for one
of the other two. In previous editions of both scales, Digit Span and Arithmetic com-
prised a factor named ‘‘Freedom from Distractibility.’’ The preschool version—the
Wechsler Preschool and Primary Scale of Intelligence–Third Edition (WPPSI-III;
Wechsler, 2002)—does not contain any short-term or working memory subtests.

Validity Evidence Regarding Working Memory

As predicted, samples of children and adults with learning disabilities perform worse
on the working memory subtests than on other Wechsler factors. On the WAIS-III,
both reading and mathematics disabled samples obtained their lowest mean index on
Working Memory, a mean that was significantly lower than the Verbal Comprehen-
sion and Perceptual Organization index means. Furthermore, the WAIS-III Verbal
Comprehension Index score was 15 points higher than the Working Memory Index
score for 41.7% of those with a reading disability compared to only 13% of the
WAIS-III standardization sample (Wechsler, 1997a). Evidence that the WISC-IV is
measuring critical working memory functions was found in a standardization study
of children with reading disorders. The children with reading disorders obtained sig-
nificantly lower mean scores for all composites, with the largest effect size for the
Working Memory Index mean of 87.

Memory Subtests and Tasks

Digit Span

This is the classic digit span task, with digits forward and digits backward combined
into one subtest. As always, digits forward is classified as measuring phonological
short-term memory and digits backward is categorized under executive working
memory. However, for some individuals, digits backward can be managed by their
verbal working memory alone.

Letter-Number Sequencing

After listening to a randomly ordered series of letters and numbers spoken by the
examiner, the examinee must first repeat the numbers in ascending order, then
the letters in alphabetical order. On the WISC-IV, credit is also given when the ex-
aminee says the letters before the numbers, as long as both groups are arranged cor-
rectly. The rationale for allowing this exception is that the load on working memory
arises from arranging each series, not from remembering which group goes first. Be-
cause of the need to separate and reorder the two codes, the subtest seems to be meas-
uring both verbal working memory and executive working memory.

Arithmetic

For the Arithmetic subtest, the child listens to orally presented arithmetic problems
and tries to mentally solve them without pencil or paper within a specified time.
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Although mental arithmetic certainly involves working memory, it may not be the
primary process being tapped. Moreover, the Wechsler Arithmetic subtest is not
based on any established working memory measurement paradigm. Not surprisingly,
there is controversy over what it actually measures. Keith, Fine, Taub, Reynolds, and
Kranzler (2006) believe that the WISC-IV Arithmetic subtest is primarily a measure
of fluid reasoning. On the WAIS-III, Arithmetic loads on two other factors besides
working memory. Despite the controversy, the Arithmetic subtest can be considered
a measure of executive working memory, with significant influences from fluid rea-
soning, quantitative reasoning, visuospatial processing, and processing speed.

Interpretation of Memory Scores

Similar to analyzing and interpreting results from other intellectual scales, clinicians
should consider the classifications of the subtests found in Appendix A and then fol-
low the procedures for completing the Working Memory Analysis Worksheet found in
Appendix C. Related processes, such as processing speed, should be included in the
analysis, as well as other memory subtest scores gathered through cross-battery test-
ing. The Digit Span subtest score should not be used because it confounds short-term
and working memory. To make the most of the Digit Span subtest, performance on
Digits Forward should be contrasted with Digits Backward. Essentially, this is com-
paring simple span to complex span, or phonological short-term memory with verbal
working memory and executive working memory. On the WAIS-III, only the length
of each span can be contrasted and only base rates are provided for the amount of the
difference. However, the WISC-IV allows transformation of the forward and back-
ward raw scores into separate scaled scores and provides critical values for the discrep-
ancy between the two.

Strengths and Weaknesses As a Working Memory Measure

The main advantage of using the Wechsler scales to measure short-term and working
memory is convenience. While administering the most frequently used intelligence
scale, clinicians can also obtain a broad sample of working memory functions. Never-
theless, the sampling is not very deep or comprehensive. The visuospatial domain is not
included and even the sampling of phonological short-term memory is limited. There-
fore, a Wechsler scale will frequently need to be supplemented with subtests from other
batteries whenever a comprehensive working memory assessment is needed.

WISC-IV Integrated

Although not designed solely for memory assessment, the Wechsler Intelligence Scale
for Children–Fourth Edition, Integrated (WISC-IV Integrated; Wechsler et al.,
2004a) offers an in-depth and efficient assessment of short-term and working mem-
ory (see Table 7.10). The WISC-IV Integrated is the combination of the standard
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WISC-IV battery (Wechsler, 2003) and 16 supplemental process subtests. The 16
process subtests are grouped under four domains—Verbal, Perceptual, Working
Memory, and Processing Speed. The general purpose of the WISC-IV Integrated is
to provide an opportunity for an in-depth assessment of suspected cognitive process-
ing weaknesses. The development of the process portion of the WISC-IV Integrated
has its roots in neuropsychological assessment and the belief that the WISC-IV is a
valuable clinical instrument. Many of the process subtests are derivations of the
standard WISC-IV subtests; only the scoring procedures or the presentation formats
have changed. However, the WISC-IV Integrated subtests are not necessarily de-
signed to measure the same ability as the WISC-IV subtests from which they are
derived. In regards to working memory, the WISC-IV Integrated consists of some
derived subtests and some new subtests. As a result, the WISC-IV Integrated provides
a more in-depth assessment of working memory than the standard WISC-IV, as well
as providing the opportunity to distinguish among different aspects of working mem-
ory. The most significant contribution of the WISC-IV Integrated is the inclusion of
visuospatial memory, something not measured by the standard WISC-IV. This addi-
tion is particularly important when evaluating students for a learning disability, as
they often have deficient phonological short-term memory and verbal working mem-
ory but adequate visuospatial memory. When administered in conjunction with the
standard WISC-IV memory subtests, the WISC-IV Integrated’s memory subtests

Table 7.10 WISC-IV Integrated

Authors: David Wechsler, Edith Kaplan, Deborah Fein, Joel Kramer, Robin Morris, Dean

Delis, and Arthur Maerlander

Publisher: The Psychological Corporation

Publication Date: 2004

Age Range: 6:0–16:11

Memory Composites

None

Memory Tasks and Associated Memory Components

Visual Digit Span—Visuospatial STM

Spatial Span Forward—Visuospatial STM

Spatial Span Backward—Visuospatial WM

Letter Span Nonrhyming—Phonological STM

Letter Span Rhyming—Phonological STM

Letter-Number Sequencing PA�—Verbal WM, Executive WM

Arithmetic PA Part A—Executive WM

Arithmetic PA Part B—Executive WM

Note: PA ¼ Processing Approach.
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provide the unique opportunity for within-battery comparisons of: (a) broad short-
term memory with broad working memory; (b) visuospatial short-term memory with
visuospatial working memory; and (c) phonological short-term memory with verbal
working memory.

Intended for use after the usual WISC-IV administration, the expressed purpose of
the WISC-IV Integrated process subtests is to provide additional information about
the cognitive processes that underlie performance on the standard WISC-IV subtests.
Because each WISC-IV core and supplemental subtest taps more than one cognitive
process, following up with WISC-IV Integrated subtests allows the examiner to parse
and distinguish among the cognitive processes involved, potentially leading to identi-
fication of a process or subprocess that accounts for the examinee’s poor performance
on a particular WISC-IV subtest. For instance, an examiner may hypothesize that a
child’s poor performance on Digit Span is due to poor number facility. In such a
case, the Letter Span subtest of the WISC-IV Integrated could be administered to test
the hypothesis. Some processing hypotheses may originate from observations of the
child’s behaviors. In such instances, the WISC-IV Integrated subtests afford the op-
portunity to quantify and corroborate these observations. Even in the absence of spe-
cific working memory hypotheses or prior administration of the WISC-IV,
practitioners may elect to utilize the WISC-IV Integrated’s memory subtests when-
ever a comprehensive assessment of working memory is needed.

Validity Evidence Regarding Working Memory

WISC-IV Integrated standardization studies conducted with learning disabled popu-
lations support the usefulness and validity of the scale as a working memory measure.
Regardless of the type of specific learning disability, all of the groups demonstrated
difficulties with tasks involving short-term and working memory. For example, com-
pared to a matched control group, a sample of 45 children with a reading disorder
had significantly lower scores on most of the working memory subtests. Consistent
with predictions, those with a reading disorder did not differ from controls on Spatial
Span Backward. On the working memory subtests, a group with ADHD obtained
the largest effect size on the Arithmetic Process Approach subtest. Finally, the con-
struct validity of the WISC-IV Integrated is supported through convergent and dis-
criminant validity studies that reveal a pattern of correlations dividing working
memory into visuospatial and auditory-verbal processes.

Memory Subtests and Tasks

The WISC-IV Integrated’s authors (Wechsler et al., 2004b) divide the working
memory process subtests into ‘‘Registration’’ and ‘‘Mental Manipulation’’ tasks, with
all of the forward span subtests classified as registration subtests and the remaining
subtests classified as mental manipulation subtests. The authors define registration as
the temporary retention of information for the purpose of repeating it without
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modification and mental manipulation as the transformation of the information. The
registration definition and tasks are consistent with the construct of short-term mem-
ory, whereas the manipulation tasks are consistent with the construct of working
memory. WISC-IV Integrated administration may also include the standard WISC-
IV working memory subtests, such as Digit Span. For details on these subtests, see
the section on the Wechsler Scales earlier in this chapter.

Visual Digit Span

In Visual Digit Span, the examinee must repeat a sequence of digits that are visually
presented for 1 to 5 seconds. Unlike the standard aural Digit Span, the entire string
of digits is presented simultaneously, and there is no backward repetition condition.
Although Visual Digit Span is classified primarily as a visuospatial short-term mem-
ory task, most examinees will also employ verbal and executive working memory.
Verbal working memory becomes involved as examinees verbally recode the num-
bers. Also, exposure to the entire number string may facilitate chunking strategies,
which depend on executive working memory coordination. Accordingly, helpful clin-
ical information can be obtained by asking the examinee about his or her use of a
chunking strategy. However, questioning about strategy use should be delayed until
battery administration is complete.

Spatial Span

Spatial Span is a Corsi block task with both a forward and a backward condition. The
child repeats a sequence of tapped blocks in the same order or reverse order that the
blocks were touched by the examiner. Unlike the standard aural Digit Span, there is
no overall Spatial Span score; rather, there are separate Spatial Span Forward and
Spatial Span Backward scores. Spatial Span Forward is simpler and thus classified as
primarily measuring visuospatial short-term memory, whereas Spatial Span Back-
ward mainly measures visuospatial working memory. In contrast to Visual Digit
Span, Spatial Span depends more on spatial memory (memory for location) as op-
posed to visual memory. Although useful, verbal recoding is unnecessary, as only a
nonverbal response is required. Also, performance may be mediated by motor plan-
ning and execution.

Letter Span

The Letter Span subtest also consists of two item types and two separate scores: Letter
Span Rhyming and Letter Span Nonrhyming, both of which measure phonological
short-term memory. With Letter Span, the rhyming and nonrhyming items are inter-
spersed, not divided into separate tasks like forward and backward spans. Each item
consists of four trials, two with nonrhyming letters and two with rhyming letters. The
examinee is not informed that some of the trials consist entirely of rhyming letters.
Consistent with research, most children obtain lower Letter Span Rhyming than
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Letter Span Nonrhyming scores because indistinct phonological traces are more diffi-
cult to recall.

Letter-Number Sequencing Process Approach

For this subtest, the examinee is read a series of letters and numbers that must then be
ordered alphabetically and numerically. The process version of this subtest is the
same as the standard WISC-IV Letter-Number Sequencing subtest except that two
of three trials in each item have embedded words, and only the trials with embedded
words are scored. The task seems to be measuring a combination of verbal and execu-
tive working memory, as well as tapping long-term memory more than typical work-
ing memory paradigms. The embedded word may provide a retrieval cue that utilizes
a long-term representation and reduces the demand on working memory. Curiously,
the examinee is never informed of the possibility of embedded words. Nor is there
any standardized opportunity to inquire as to whether the examinee was even aware
of the embedded words. Nonetheless, an appropriate clinical procedure would be to
question the child after completion of the entire battery in an effort to determine
whether the child was aware of the cues and attempted to utilize them. Without ver-
ifying the examinee’s awareness of the cues, it is difficult to determine their influence
on the individual’s working memory performance.

Arithmetic Process Approach

Adapted from the standard WISC-IV Arithmetic subtest, Part A of this task requires
the examinee to mentally solve problems that are presented in the stimulus book and
read aloud by the examiner. In Part B, the items scored 0 in Part A are readminis-
tered, and this time the child is allowed to use pencil and paper to solve them. While
mostly involving executive working memory, the Arithmetic Process Approach tasks
progressively reduce the demands on working memory, from the high demands of
the completely oral and mental aspects of the standard subtest to the lesser require-
ments of the Written Arithmetic subtest (Part C). The WISC-IV Integrated places its
Written Arithmetic subtest under the working memory domain. However, for the
purposes of this text, Written Arithmetic is not considered a measure of working
memory.

Interpretation of Memory Scores

Analysis and interpretation of results should begin with the Process Analysis work-
sheet found in the WISC-IV Integrated Record Form. Because no domain or index
scores are available for the processing portion of the test, analysis of working memory
in the Record Form consists of 19 pairwise comparisons at the subtest and intrasub-
test level. Some of the process-level discrepancy comparisons are between the scaled
score of a standard WISC-IV subtest and the scaled score of a related process subtest.
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Other scaled-score discrepancy comparisons are between two scores from the same
subtest, such as Letter Span Rhyming versus Letter Span Nonrhyming. And some
comparisons are between the longest spans for different content or procedures. The
longest span scores are the highest number of correct items the examinee recalls. For
example, if a child recalls 7 digits during one of the 7-digit trials but misses both
8-digit trials, his or her span score is 7. Except for the span discrepancies, which
provide only base rates, the significance of the discrepancies can be determined using
critical values of .15 or .05. For more details on recommended interpretative proce-
dures using the Record Form, as well as hypotheses and implications of various pair-
wise discrepancies, see the WISC-IV Integrated Technical and Interpretative Manual
(Wechsler et al., 2004b).

The subtest and span comparisons offered in the WISC-IV Integrated’s Record
Form help to differentiate among the examinee’s short-term and working memory
strengths and weaknesses. When evaluating these discrepancies, the critical values
found in the WISC-IV Integrated’s manual (Wechsler et al., 2004a) should be used
to determine statistical significance. Here are some important pairings, along with the
rationale and some a posteriori hypotheses to account for discrepancies:

1. Letter Span Nonrhyming versus Digit Span Forward. Poorly developed number
and arithmetic skills can influence performance on memory tasks involving dig-
its. Thus, Letter-Span Nonrhyming should be used to gauge the capacity of
phonological short-term memory whenever it is significantly higher than Digit
Span Forward. Comparing Digit Span Forward with Letter Span Nonrhyming
is probably more helpful than comparing it with Letter Span Rhyming, as a
series of rhyming letters often lowers performance.

2. Visual Digit Span versus Spatial Span Forward. Research and neuroimaging has
revealed that visual and spatial memory can be differentiated. Although Visual
Digit Span involves symbols instead of objects, comparing performance on these
two subtests may provide some indication as to the relative strength of short-
term spatial memory (measured by Spatial Span Forward) compared to visual
short-term memory. In instances where there is a significant difference, additional
testing with a subtest that uses objects or pictures of objects is recommended.

3. Arithmetic versus Arithmetic Process Approach (Parts A and B). Arithmetic per-
formance is highly related with working memory. In cases where the student
has subaverage classroom performance in arithmetic, these comparisons will
help to determine the extent to which working memory limitations are influenc-
ing arithmetic performance. For example, if the student’s score on Arithmetic is
significantly lower than his or her score on Arithmetic Process Approach (Part
A), a logical hypothesis is that the student has adequate arithmetic knowledge
and skills, but has difficulty demonstrating these due to working memory
limitations.
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Clinical Interpretation

The next step in analyzing WISC-IV Integrated working memory subtest results is to
compare short-term and working memory processes with overall cognitive ability.
This task can be accomplished by using the worksheet found in Appendix C and
following the classification of the subtests in Appendix A. For an example of a com-
pleted worksheet, see Table 7.11. In addition to the pairings in the WISC-IV Inte-
grated’s Record Form, clinical interpretation should include several other pairings.
When single subtests are being compared there is no need to transform the standard
scores that have a mean of 10 and a standard deviation of 3. In such instances, a
three-point discrepancy can be assumed to be statistically significant. Some of the
additional pairings should involve clinical factor scores, which are calculated by
averaging two subtest scores. Computing clinical factor scores is particularly ap-
plicable to the WISC-IV Integrated because of the numerous and diverse memory
measures it incorporates. When subtests scores are combined to produce clinical
factor scores, the scaled scores should first be transformed to a metric with a mean
of 100 and standard deviation of 15 (see Appendix E) before computing the aver-
age, which is used as the clinical factor score. The suggested pairings of subtests
are indicated in the cells found in Appendix A. For these clinical pairings, a dis-
crepancy of one standard deviation should be taken as an indication of a signifi-
cant difference.

1. Phonological short-term memory versus visuospatial short-term memory. Use Dig-
it Span Forward and Letter Span Nonrhyming (avoid using Letter Span
Rhyming because of the phonemic similarity confound) to calculate a clinical
phonological short-term memory factor, and use Visual Digit Span and Spa-
tial Span Forward to represent visuospatial short-term memory. This compar-
ison allows investigation of modality specific strengths and weaknesses within
short-term memory. In the event of a probable difference, proceed with a
comparison of the visuospatial and verbal components within working
memory.

2. Verbal working memory versus visuospatial working memory. Contrasting the
Letter-Number Sequencing Process Approach and Spatial Span Backward
subtests will reveal whether a modality difference exists at the working memory
level.

3. Phonological short-term memory versus verbal working memory. Using the phono-
logical short-term memory score computed in number 1, compare it with the
Letter-Number Sequencing PA score. The purpose of this comparison is to eval-
uate how short-term and working memory are related within the verbal mode.
If verbal working memory is significantly weaker, the implication is that the
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examinee’s performance will drop significantly whenever the complexity and
processing demands of a verbal task increase.

4. Visuospatial short-term memory versus visuospatial working memory. Using the vi-
suospatial short-term memory score calculated in number 1, compare it with
the Spatial Span Backward score. The rationale and hypotheses for this compar-
ison are the same as in number 3; only the modality has changed.

5. Phonological short-term memory versus executive working memory. All three sub-
tests found in the executive working memory cell in Appendix A should be used
to derive an executive working memory clinical factor. Essentially, this factor
represents broad working memory, as it is comprised of working memory sub-
tests involving both visuospatial and verbal components.

6. Visuospatial short-term memory versus executive working memory. This is the same
rationale and procedure as in number 5 but this time executive working mem-
ory is compared to visuospatial short-term memory.

Case Study Interpretation

The case study analyzed in Table 7.11 illustrates some of the benefits of using the
WISC-IV Integrated when a comprehensive assessment of working memory and short-
term memory is desired. The Working Memory Index derived from the standard
WISC-IV administration can mask differences between basic short-term memory and
the more complex functioning of working memory. Moreover, the Working Memory
Index only measures phonological and verbal memory components. The analysis in
Table 7.11 reveals that this individual’s visuospatial short-term memory is a relative
strength compared with all other aspects of short-term and working memory. The oth-
er dimensions of short-term and working memory are also weaknesses relative to the
individual’s overall cognitive ability (as measured by the WISC-IV FSIQ). The weak-
nesses in working memory are not modality specific, whereas they are modality specific
within short-term memory. Overall, the profile is a strong indication that this individu-
al’s working memory is significantly weaker than his or her short-term memory. Given
the same content, performance declines every time the task increases in complexity; for
example, Spatial Span Backward is significantly lower than Spatial Span Forward. A
student with this memory profile would certainly be at risk for learning problems.

Strengths and Weaknesses As a Working Memory Measure

The WISC-IV Integrated is one of most comprehensive short-term and working
memory assessment instruments commercially available and is ideal whenever the
examinee has been referred for a possible learning disability. Among the WISC-IV
Integrated’s strengths: (a) it has two or more subtests for some short-term and work-
ing memory components; (b) it is conormed with the WISC-IV, allowing for more
reliable comparisons with general cognitive ability and other cognitive processes;
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(c) it samples both visuospatial and phonological/verbal dimensions of short-term
and working memory; (d) it has norm-referenced data on longest spans; (e) it divides
subtests, such as Digit Span, that have historically aggregated short-term and working
memory skills; and (f ) it lends itself well to clinical interpretation. Depending on
how a practitioner wants to use the WISC-IV Integrated, some challenges may arise:
(a) there are no composite or factor scores available, such as a short-term memory or
working memory composite; (b) standardized administration procedures do not al-
low the examiner to determine the impact of cues and strategies, such as whether the
examinee is chunking numbers in Visual Digit Span; and (c) there are no standar-
dized critical values for comparing working memory scores with other cognitive pro-
cessing domains.

The NEPSY II: A Developmental Neuropsychological Assessment

The NEPSY II (Korkman, Kirk, & Kemp, 2007; see Table 7.12) is a neuropsycho-
logical instrument designed specifically for children ages 3 to 16:11. It consists of 34
subtests that are used to assess six domains: executive functioning, language, sensori-
motor functioning, visuospatial processing, social perception, and memory and
learning. Although the NEPSY (Korkman, Kirk, & Kemp, 1998) and NEPSY II

Table 7.12 NEPSY-II

Authors: Marit Korkman, Ursula Kirk, and Sally L. Kemp

Publisher: The Psychological Corporation

Publication Date: 2007

Age Range: 3–16:11

Memory Components

None

Memory Subtests and Associated Memory Components

Memory for Faces—Visuospatial STM

Memory for Names—Learning

Narrative Memory—Verbal WM

Sentence Repetition—Verbal WM

List Learning—Learning

Word List Interference—Verbal WM, Executive WM

Memory for Designs—Visuospatial STM

Speeded Naming—Long-Term Retrieval

Repetition of Nonsense Words—Phonological STM

Verbal Fluency—Long-Term Retrieval

212 USING COGNITIVE SCALES TO ASSESS WORKING MEMORY



have their origins in neuropsychological traditions and Lurian theory, their use is not
restricted to neuropsychologists, as long as those untrained in neuropsychology re-
strict their interpretation to the cognitive processing level (Kemp, Kirk, & Korkman,
2001). When the NEPSY was revised the most significant changes were the removal
of domain scores, the addition of new subtests, and an upward extension of the test to
16 years, 11 months.

Unique Features

The NEPSY-II offers opportunities to explore several cognitive processing domains
in depth. Three of its domains—Executive, Language, and Visuospatial Processing—
are closely related to working memory. A full NEPSY-II administration can be
lengthy, taking up to 3 hours. Consequently, the authors recommend beginning an
evaluation with a brief core assessment that samples all five domains. If the core as-
sessment reveals any potential deficits, the examiner should select additional subtests
in the affected domains. In addition to selective testing, the NEPSY-II encourages
close observation of behaviors by providing base rates on some testing behaviors. See
Kemp et al. (2001) for behaviors to observe during each subtest.

Memory Subtests and Tasks

Memory for Faces

The examinee views photos for 5 seconds each, stating the gender of each face during
its exposure. After the faces have been presented, the child identifies the faces from
arrays of three faces. This activity taps visuospatial short-term memory.

Memory for Names

During this activity the examinee learns the names of six to eight line drawings of
children. Because of the corrective feedback and multiple trials, this is essentially a
test of learning, with a delayed-recall option administered 30 minutes later.

Narrative Memory

Narrative Memory is a story-retelling task that measures verbal working memory and
long-term retrieval. In this variation of the commonly used paradigm, the examinee is
questioned for additional details (cued recall) after retelling the story (free recall). If
the child produces significantly more information during cued recall, the implication
is that the material was encoded by verbal working memory but there is a problem
with accessing it.

Sentence Repetition

This is another classic measure of verbal working memory. As no interference or sec-
ondary processing is introduced, Sentence Repetition does not appear to draw on
executive working memory.
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List Learning

This is a traditional multiple-trial learning task and there is the option of measuring
delayed recall. After the child has five opportunities to learn the list, an interference
trial is administered and then the child must recall the original list.

Repetition of Nonsense Words

The NEPSY-II authors have placed this classic measure of phonological short-term
memory under the language domain.

Word List Interference

This task requires examinees to recall a list of words following interference. It is most
likely tapping a combination of verbal working memory and executive working
memory.

Speeded Naming

Although the battery’s authors classify this subtest as a language measure, it is essen-
tially a rapid automatic naming task in which the child must name colors, shapes,
letters, numbers, or sizes. For the sake of consistency, it is herein categorized as a
measure of long-term retrieval. In addition to a retrieval or naming deficit, poor per-
formance might be due to: impulsivity (the child is fast but inaccurate); slow process-
ing speed in general; and poor knowledge of the names.

Memory for Designs

As implied by the subtest’s name, this task assesses visuospatial short-term memory.

Verbal Fluency

This task requires the child to rapidly generate words within specific semantic and pho-
nemic categories, constituting a directed search—a function of working memory. Con-
sequently, it is classified under the long-term retrieval component of working memory.

Interpretation of Memory Scores

Neuropsychological assessment and interpretation focus on identification of subpro-
cesses that underlie impairment in a domain. This approach is consistent with the inter-
pretative approach advocated in this text; that is, clinicians should evaluate the
components and processes of working memory in an effort to better understand the
cause of poor working memory performance. Because there are no composite scores,
interpretation of NEPSY-II results meshes well with the profile analysis method. To
analyze short-term and working memory performance, practitioners should use
Table 7.12 to determine which memory components subtests are measuring, and then
they should complete the Working Memory Analysis Worksheet found in Appendix C.
Pairs of interest should also be contrasted, using Tables 6.8 and 6.9 for reference.
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Strengths and Weaknesses As a Working Memory Measure

One of the major advantages of using the NEPSY-II for working memory assessment
is that it allows in-depth assessment of language and executive functions within the
same battery. For instance, poor executive functioning in inhibition (measured by an
executive subtest) can influence working memory performance. Some of the draw-
backs of the NEPSY-II include the lack of factor scores and complex administration,
recording, and scoring procedures for some of the subtests.

Key Points

1. Most intellectual and cognitive scales include subtests that measure various
components of short-term and working memory. These subtests are derived
from established research paradigms developed by cognitive psychologists.

2. Regardless of which scale or scales are used, the subtests that measure memory
will need to be realigned with the specific memory components they measure
(see Appendix A). After realignment, a clinically oriented profile analysis can be
conducted (see Appendix C) and a theory-based interpretation can be com-
pleted. For suggested pairwise comparisons, see Tables 6.8 and 6.9.

3. Most intellectual and cognitive scales offer only limited sampling of short-term
and working memory components, often entirely omitting some components.
Thus, memory subtests from additional scales will be necessary to complete a
comprehensive assessment.

4. For additional scales, see Table 7.13.

Table 7.13 Other Cognitive and Neuropsychological Scales that Measure

Working Memory

Kaplan Baycrest Neurocognitive Assessment
Authors: Larry Leach, Edith Kaplan, Dmytro Rewilak, Brian Richards, and Guy B. Proulx
Publisher: The Psychological Corporation
Publication Date: 2000
Age Range: 20–89

Memory Composites
Immediate Memory Recall
Delayed Memory Recognition
Delayed Memory Recall

Working Memory Subtests
Word-Lists 1—Recall
Complex Figure 1 —Recall
Repetition
Numbers

(Continued )
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Leiter International Performance Scale–Revised
Authors: Gale H. Roid and Lucy J. Miller
Publisher: Stoelting
Publication Date: 1998
Age Range: 2:0–20:11

Memory Composites
Attention and Memory
Memory Screen
Associative Memory
Memory Span
Memory Process
Recognition Memory

Working Memory Subtests
Associated Pairs
Immediate Recognition
Forward Memory
Reverse Memory
Spatial Memory

Reynolds Intellectual Assessment Scales
Authors: Cecil R. Reynolds and Randy W. Kamphaus
Publisher: Psychological Assessment Resources
Publication Date: 2003
Age Range: 3–94

Memory Composites
Composite Memory Index

Working Memory Subtests
Verbal Memory
Nonverbal Memory

Repeatable Battery for the Assessment of Neuropsychological Status
Authors: Randolph Christopher
Publisher: The Psychological Corporation
Publication Date: 1998
Age Range: 20–89

Memory Composites
Immediate Memory
Delayed Memory

Working Memory Subtests
List Learning
Digit Span

Ross Information Processing Assessment–Second Edition
Author: Deborah Ross-Swain
Publisher: PRO-ED
Publication Date: 1996
Age Range: 15–90

Memory Composites
None

Working Memory Subtests
Immediate Memory
Recent Memory

Table 7.13 (Continued)
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8

CH
A
P
TE

R

Assessing Working Memory with
Memory Scales

T
his chapter contains reviews of two types of memory scales: (a) those designed
for a broad assessment of memory and learning, and (b) those designed specifi-
cally for working memory assessment. In general, broad memory scales empha-

size learning, the product of memory. Although broad scales include ‘‘immediate’’
memory subtests, many of these short-term measures involve learning procedures.
The learning tasks typically involve corrective feedback, multiple trials with the same
content, and sometimes an interference trial. Improved retention across trials is used
to calculate a learning curve. Each of the learning subtests has a delayed-recall coun-
terpart that is typically administered about 30 minutes later. With the introduction
of learning procedures, immediate memory subtests become measures of learning,
even when traditional short-term memory paradigms are used.

The structure of broad memory scales is not surprising, given their ‘‘generic’’ theo-
retical orientation. For the most part, broad memory scales are based on long-
accepted classifications of memory systems: (a) auditory/verbal versus visual/nonver-
bal, and (b) immediate versus long-term. Traditional broad memory scales seem to
pay little heed to contemporary theories of working memory; most of them do not
include a working memory composite. Working memory measures that are included
are often placed under an ‘‘Attention/Concentration’’ factor. Thus, broad memory
scales are more concerned with learning and long-term retention than with short-
term and working memory. Consequently, it might be more valid, if not efficient, to
assess working memory with cognitive batteries rather than with broad memory
batteries.

In contrast, there are recently developed assessment instruments that focus entirely
on short-term and working memory. Unfortunately, there are only a few of these and
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one of them does not have working memory in its title. Two of these contemporary
scales (Alloway, 2007; Pickering & Gathercole, 2001a) have been developed in the
United Kingdom and are based on Baddeley’s theory. The single American counter-
part (Swanson, 1995) is consistent with the theory of Daneman and Carpenter
(1980). The working memory batteries also have their drawbacks, but they at least
recognize and attempt to measure separate memory components, such as executive
working memory. In the sections that follow, several prominent and contemporary
memory scales are reviewed (additional options are listed in Table 8.10).

Wechsler Memory Scale–Third Edition (WMS-III)

The WMS-III (Wechsler, 1997b; Table 8.1) is a comprehensive, in-depth memory
assessment battery designed for adults and older adolescents. With the WMS-III, an
examiner can assess both the visuospatial and verbal aspects of the three core memory
systems: immediate (short-term), working, and long-term. Although the WMS-III
assigns only two subtests to a working memory composite, many of its other subtests
tap various aspects of working memory. Moreover, the WMS-III measures learning
as much as memory; for example, many of the immediate auditory memory subtests
measure the ability to learn new material. Of the eight available factor scores, the
most global are Immediate Memory and General Memory. Immediate Memory is
composed of the Auditory Immediate and Visual Immediate Indexes. General Mem-
ory consists of the Auditory Delayed, Visual Delayed, and Auditory Recognition De-
layed Indexes. Within the Auditory Delayed Index, recognition and recall can be
evaluated separately. The General Memory Index is a global measure of delayed mem-
ory only; it should not be construed as representing working memory or general
memory functioning. The Working Memory Index is comprised of a visually pre-
sented subtest and an auditorily presented subtest. There are also four supplemental
Auditory Process Composites that are scored only on a percentile metric. For more
details on the WMS-III see Lichtenberger, Kaufman, and Lai (2002).

Validity Evidence Regarding Working Memory

Standardization studies of the WMS-III were conducted with several clinical groups.
A reading disabled group exhibited average performance on all of the WMS-III
memory indexes, but did obtain its lowest mean on the Working Memory Index.
When matched with a normal control group, participants with reading disabilities
had a significantly higher forgetting rate for auditorily presented material.

Memory Subtests and Tasks

Six of the subtests have both an immediate recall condition and a delayed-recall con-
dition that is administered 25 to 35 minutes later. During the immediate subtests,
examinees are told to remember the information because they will be asked to recall
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it later. Examiners completing only a partial battery must be careful to maintain the
interval between the immediate and delayed versions of the subtests selected. When
an abbreviated battery is given, the examiner also should avoid administering several
verbal or visual subtests in a row. Only three of the subtests have discontinue rules;
the majority are administered in their entirety. Lichtenberger et al. (2002) suggest
several specific behaviors to observe during each subtest. As with other batteries re-
viewed in this text, the WMS-III subtests are classified according to the Integrated
Model of Working Memory (see Chapter 3), not necessarily according to the struc-
ture identified in the WMS-III manual (Wechsler, 1997b).

Table 8.1

Wechsler Memory Scale–Third Edition (WMS-III)

Author: David Wechsler

Publisher: The Psychological Corporation

Publication Date: 1997

Age Range: 16–89

Memory Composites

Immediate Memory

Auditory Immediate

Visual Immediate

General Memory

Auditory Delayed

Visual Delayed

Auditory Recognition Delayed

Working Memory

Memory Subtests and Associated Memory Components

Logical Memory I—Verbal WM, Learning

Faces I—Visuospatial STM

Verbal Paired Associates I—Learning

Family Pictures I—Visuospatial STM

Word Lists I—Learning

Visual Reproduction I—Visuospatial STM

Letter-Number Sequencing—Verbal WM, Executive WM

Spatial Span—Visuospatial STM, Visuospatial WM

Mental Control—Long-Term Retrieval, Executive WM

Digit Span—Phonological STM, Executive WM
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Logical Memory I

Logical Memory I consists of two paragraphs that are read aloud. After hearing each
brief, but detail-loaded story, the examinee is instructed to start at the beginning and
retell as much as can be remembered. Points are award for each element of the story
the examinee recalls. This task is primarily a measure of verbal working memory,
as no interference or additional processing is introduced. This subtest also provides a
snapshot of how effectively verbal working memory is sustaining learning. When a
second trial of Story B is administered immediately following the first trial, the
amount of improved recall provides insight into the rate of learning.

Faces I

This subtest displays a set of 24 photos of unique faces, with one closely cropped face
per page, each exposed for only 2 seconds. The presentation of the stimuli is immedi-
ately followed by a recognition paradigm, with 48 faces, each displayed on a separate
page. The examinee views each page and indicates whether or not the face is one that
was previously presented. Memory for faces is a type of visuospatial short-term
memory.

Verbal Paired Associates I

For this activity, the examinee is given four opportunities to learn a list of eight se-
mantically unrelated word pairs. After the pairs have been presented, the first word is
provided and the examinee is to recall its associate. The response is provided if there
is an error or no response after 5 seconds. Although the WMS-III manual classifies it
as an auditory immediate task, this subtest seems to be primarily a learning task, with
encoding contributions required from short-term and working memory, and retrieval
from long-term memory playing a significant role. Although the paired words are
unrelated, success on repeated trials depends heavily on long-term retrieval. The de-
layed version has both a recognition and recall component.

Family Pictures I

During this subtest, four scenes with characters (drawn from a character pool of
seven) are displayed for 10 seconds each. Examinees are then asked who was in each
scene, in which quadrant of the page the named character was located, and what the
named character was doing. The task seems to measure primarily visuospatial short-
term memory.

Word Lists I

Because there are five trials and preservation of sequence is not required, this is not
the classic word span task. Like most of the other WMS-III auditory immediate
subtests, it is really a measure of learning rate. Although short-term memory has ini-
tial responsibility, overall success on the task depends on executive working memory
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and long-term retrieval. Four times, the examiner presents the same list of 12 words
at the rate of 1.5 seconds per word. Each time, the examinee recalls as many words as
possible. Then, a new list designed to create interference is introduced, followed by a
final recall of the original list.

Visual Reproduction I

After an exposure of 10 seconds, the examinee is directed to draw figural designs from
memory. Four of the seven designs are in pairs. This subtest is a fairly direct measure
of visuospatial short-term memory.

Letter-Number Sequencing

In this measure of verbal and executive working memory, the examiner reads strings
of letters and numbers ranging in length from two to eight items. The examinee must
then say the numbers first, in ascending order, and then the letters in alphabetical
order. Letter-Number Sequencing is one of the two subtests the WMS-III classifies
as working memory. There is no need to readminister this subtest if the WAIS-III
Letter-Number Sequencing subtest has already been completed.

Spatial Span

This is the traditional Corsi block span task, with a forward and backward condition.
The forward procedure measures visuospatial short-term memory, whereas the back-
ward procedure measures visuospatial working memory. The combined Spatial Span
score also contributes to the WMS-III’s Working Memory composite score.

Mental Control

This optional subtest is primarily a measure of executive working memory, with
rapid automatic retrieval predominating during the initial timed recitation of over-
learned sequences, such as days of the week. The executive working memory trials
involve backward recitation of numbers, days of the week, and months.

Digit Span

This is the traditional digit span paradigm, with a forward and backward condition.
As usual, the forward span represents phonological short-term memory, whereas
backward span is more indicative of executive working memory. There is no need to
include this subtest if the WAIS-III Digit Span subtest has already been
administered.

Interpretation

If the entire WMS-III battery, or the core battery, has been administered, the initial
round of interpretation should adhere to the structure and procedures suggested in
the WMS-III manual and Record Form, without regard for how the subtests align
with specific working memory subprocesses (see Appendix E). This level of
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interpretation may prove particularly fruitful when there are questions about how
the individual’s broad visual memory compares with his or her broad auditory/ver-
bal memory and when there are questions about how short-term memory functions
compare with long-term storage and retrieval. When following the standard inter-
pretative route, the discrepancy analysis procedures in the Record Form should be
used, along with the statistical tables in the WMS-III manual. If the WAIS-III has
been administered, complete the Ability-Memory Differences table in the Record
Form. The use of the WAIS-III FSIQ is appropriate, given that the two scales were
conormed and that there is a high correlation between memory and IQ. Significant
differences between IQ and any of the eight WMS-III primary indexes are indicative
of ipsative weaknesses that can impair learning. Emphasis should be given to the
General Memory Index, as it subsumes three delayed indexes and is thought to pro-
vide the best estimate of overall memory functioning. Continuing to use the Record
Form, proceed with pairwise discrepancy analysis of the primary indexes. The pair-
ings allow contrasting of visual and auditory within the immediate and delayed do-
mains, as well as comparing the Working Memory and General Memory scores.

Clinical Analysis

After gleaning available information from the Record Form, evaluators should con-
duct a clinical analysis of working memory subprocesses by completing the worksheet
in Appendix C, using Table 8.1 or Appendix E to reassign WMS-III subtests to
short-term memory and working memory processes. The clinical approach allows a
subprocess analysis of working memory that may shed light on individual strengths
and weaknesses unidentified by the procedures in the WMS-III Record Form. In
the clinical analysis, the WAIS-III FSIQ can still be used, or another cognitive
ability composite can be used if the WAIS-III was not administered (see Table 8.2
for a completed example). If some WMS-III subtests were used to supplement
another test in a cross-battery fashion, all available scores should be used, including
relevant cognitive processes and any working memory subtest scores from cognitive
batteries. Finally, ‘‘learning’’ subtests from the WMS-III can be combined to form a
clinical factor that should be included in the analysis.

An alternative to examining working memory strengths and weaknesses within the
context of overall cognitive processing ability is to conduct a within broad memory
analysis. This approach particularly applies to instances in which there has been a
comprehensive assessment of memory systems, such as when the entire WMS-III
battery has been completed. In such instances, memory component means can be
compared to the broad memory composite provided by the scale. Otherwise, the
mean of all memory components should be computed, and each working memory
component should be compared with that mean (see Table 8.3 for a completed ex-
ample). However, profile analysis should not be restricted to memory scores; analysis
with an IQ or cognitive composite (discussed in the previous paragraph) is also
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important. For example, if all memory scores are low, intraindividual weaknesses will
not be identified when only a low memory mean is used for profile analysis.

Pairwise analysis is the final step in the clinical procedure, regardless of which com-
posite or mean is used in the profile analysis (see Tables 6.8 and 6.9 for applicable
pairings). With the WMS-III, there is an opportunity for some unique pairings among
memory systems and processes. Begin by comparing all short-term and working mem-
ory components with the General Memory Index (it represents long-term memory).
Also, contrast the Auditory Recognition Delayed score with the Auditory Delayed In-
dex (this comparison is in the Record Form). Contrasting delayed recognition with
delayed recall allows the evaluator to differentiate between a long-term storage problem
and long-term retrieval problem. If an individual can recognize learned information
but has difficulty recalling it on demand, the implication is that the information has
been encoded and stored but there is problem with retrieval. Additional interpretative
advice can be found in Dehn (2006) and Lichtenberger et al. (2002).

Finally, when interpreting the WMS-III’s immediate auditory subtests, examine
the subtest procedures. Several of these subtests do not require sequential recall, and
they provide several trials with the same content. Consequently, these subtests are
not measuring simple short-term memory span, as the titles of the subtests imply.
Rather, they are primarily measuring learning efficiency. Because one of the primary
functions of working memory is to support learning, these subtests may provide
valuable information about working memory. Nevertheless, because of the additional
processes and influences involved, the examinee’s scores on these particular imme-
diate memory subtests may diverge significantly from simple span measures like
digit span.

Illustrative Case Study

Tables 8.2 and 8.3 illustrate options for completing a clinical analysis when the
WMS-III has been used to evaluate memory. Table 8.2 compares memory processes
to the WAIS-III FSIQ, an estimate of overall cognitive ability, whereas Table 8.3
compares memory processes to the mean of the memory components involved. These
test scores represent the case of a student who has always done poorly on classroom
examinations, despite extensive preparation. On previous psychological evaluations,
the student has consistently performed in the mid-average range on tests of short-
term memory and has often performed in the average range on tests of working
memory. The results of the WMS-III evaluation reveal important information about
the student’s memory strengths and weaknesses. First, even though her phonological
short-term memory is average, visuospatial short-term memory is significantly stron-
ger in comparison, and visuospatial short-term memory is an asset whether compared
to overall cognitive ability or overall memory. Second, she has deficits in executive
working memory and long-term storage. Third, the within memory analysis
(see Table 8.3) does not reveal any intraindividual weaknesses or any deficits, whereas
deficits emerge when the memory components are compared to FSIQ
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(see Table 8.2). Fourth, the Auditory Delayed score and the Auditory Delayed Rec-
ognition score are commensurate (see Table 8.3), indicating that long-term retrieval
and recognition are equivalent. Several hypotheses can be derived from these results.
First, the student’s problems with long-term memory are probably related to her def-
icit in executive working memory; not enough information is being adequately en-
coded when she studies. Second, her problems are not due to a long-term retrieval
weakness per se; she appears to be retrieving the stored knowledge she has in her
possession. Third, the student may benefit from mnemonic strategies that allow her
to capitalize on her visuospatial short-term memory strength.

Strengths and Weaknesses As a Working Memory Measure

Although the WMS-III purports to be a broad memory measure, it may actually
sample learning and long-term storage more directly than it samples short-term mem-
ory and working memory functioning. Nonetheless, the WMS-III taps a variety of
working memory functions and allows meaningful comparisons between long-term
memory and short-term and working memory, as well as providing valuable informa-
tion about the examinee’s ability to utilize working memory resources during learning.
Other advantages the WMS-III has to offer include: (a) the availability of critical val-
ues for discrepancies when administered in conjunction with the WAIS-III; (b) the
ability to compare visual versus auditory memory across different retention intervals;
and (c) the opportunity to compare long-term encoding and storage with retrieval.
Some disadvantages to WMS-III usage include: (a) a limited opportunity to assess
how the examinee encodes, stores, and retrieves semantic information (the test empha-
sizes episodic learning and memory); and (b) the lack of a global memory score that
can be used for intraindividual analysis.

Children’s Memory Scale (CMS)

The CMS (Cohen, 1997; Table 8.4) is a broad memory scale designed for children
aged 8 to 16. Although the CMS taps various aspects of short-term and working
memory, it does not have any factors labeled as ‘‘Working Memory.’’ The main pro-
cesses explicitly measured by the CMS are attention, learning, immediate memory,
and delayed recall. Different combinations of subtests yield eight index scores (see
Table 8.4). The General Memory Index adequately represents global memory pro-
cessing, as it includes immediate and delayed subtests in both the visual and auditory
domains. Most of the immediate memory subtests have a delayed version. However,
the Delayed Recognition Index includes only auditory/verbal subtests.

Validity Evidence Regarding Working Memory

In a CMS standardization study, a sample of children with learning disabilities ob-
tained their lowest index mean (83.6) on Attention/Concentration, the index that
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consists entirely of short-term memory and working memory measures. A sample of
children with Combined ADHD also obtained their lowest mean (88.6) on Atten-
tion/Concentration, as did a group with specific language impairments (a mean of
85.6). As predicted, the learning disabled group also performed poorly on the Verbal
Immediate Index (a mean of 86.6) in contrast to its average mean of 97.8 on the
Visual Immediate Index.

Memory Subtests and Tasks

Most of the immediate memory subtests described in this section have a delayed-
recall version that is administered approximately 30 minutes later. During the im-
mediate subtests, the examinee is always instructed to remember the items for later
testing.

Table 8.4

Children’s Memory Scale (CMS)

Author: Morris J. Cohen

Publisher: The Psychological Corporation

Publication Date: 1997

Age Range: 5–16

Memory Composites

General Memory

Verbal Immediate

Visual Immediate

Verbal Delayed

Visual Delayed

Attention/Concentration

Learning

Delayed Recognition

Memory Subtests and Associated Memory Components

Dot Locations—Learning

Stories—Verbal WM

Faces—Visuospatial STM

Word Pairs—Learning

Family Pictures—Visuospatial STM

Word Lists—Learning

Numbers—Phonological STM, Executive WM

Sequences—Long-Term Retrieval, Executive WM

Picture Locations—Visuospatial STM
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Dot Locations

This subtest depends on visuospatial short-term memory but is primarily measuring
learning. The examinee is required to remember the spatial locations of dots on a
grid. After three learning trials and one interference trial, there is a final recall of the
first dot array.

Stories

This verbal working memory subtest involves recall of meaningful and semantically
related verbal material. Two stories are read by the examiner, and the examinee is
asked to retell the stories. Credit is given for story units recalled verbatim and also for
correctly recalled thematic units.

Faces

As the name implies, this subtest assesses the ability to remember and recognize faces.
The examinee is shown a series of faces one at a time. After all the stimuli have been
presented, another series of faces is presented and the examinee must state whether
each face was one of the faces in the initial series. Immediate memory for faces is a
type of visuospatial short-term memory.

Word Pairs

This subtest is a traditional paired associate learning task with four learning trials
followed by a distractor word list.

Family Pictures

Scenes of family members engaged in various activities are presented for 10 seconds
each. Then, another card with the characters missing is displayed and the examinee is
asked to recall which characters were in each scene, where the characters were posi-
tioned, and what they were doing. This task is primarily a measure of visuospatial
short-term memory.

Word Lists

This subtest is a multiple-trial learning activity involving word lists. The task is cu-
mulative, in that new words are added with each trial. After the first trial, the exam-
iner reads any forgotten words, plus a list of new words. The examinee is then
directed to recall as many words as possible, including words from previous lists.

Numbers

The Numbers subtest is the traditional digit span task, with a forward and backward
component. Although the CMS has Numbers placed under its Attention/Concentra-
tion factor, the forward procedure is herein classified as a phonological short-term
memory measure, whereas the backward procedure measures executive working
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memory. Unfortunately, the CMS does not provide separate scaled scores for the
different procedures.

Sequences

This subtest assesses the ability to mentally manipulate and sequence auditory/verbal
information. All of the items involve common well-known sequences, such as the
alphabet, days of the week, and months of the year. After doing a forward version of
a common sequence, a backward version is requested after a couple other items have
been interspersed. The task is thought to primarily measure both long-term retrieval
and executive working memory, even though it is under Attention/Concentration in
the CMS structure.

Picture Locations

In this subtest, the examinee is shown a stimulus page with pictures placed in various
locations within a rectangle. The stimulus page is then removed from view and the
examinee is asked to place response chips on a grid in the same locations as the pic-
tures appeared. As the task is completely nonverbal, it is clearly a measure of visuo-
spatial short-term memory.

Interpretation

Interpretation of the CMS should proceed in a fashion similar to that of the WMS-
III (explained earlier in this chapter). First, the ability–memory discrepancy analysis
found in the CMS record form can be completed but only in the unlikely event that
the child was also administered the WISC-III or WPPSI-R (tests the CMS is linked
to). Next, tables in the CMS manual can be used to evaluate the discrepancies be-
tween various pairs of CMS Index scores. The more relevant index pairings are:
(a) Visual Immediate versus Visual Delayed; (b) Verbal Immediate versus Verbal De-
layed; (c) Visual Immediate versus Verbal Immediate; and (d) Visual Delayed versus
Verbal Delayed. When the Attention/Concentration factor is interpreted, it can be
considered somewhat representative of executive working memory.

Clinicians should then proceed with two more profile analyses that follow the
worksheet and directions found in Appendix A, realigning the subtests according to
their classifications in Appendix E. The first clinical profile analysis should compare
memory components to a cognitive composite or cognitive mean, and include rele-
vant cognitive processes as well as any CMS memory indexes, such as Learning and
Delayed Recognition, that do not correspond to any short-term or working memory
components found on the worksheet (see Table 8.2 for an example of how this type
of analysis was conducted with the WMS-III). The second profile analysis should be
comprised only of memory and learning scores, using the CMS General Memory
Index or a mean derived from the component scores (see Table 8.3 for an example of
memory-only analysis with the WMS-III). Because the Numbers subtest score con-
founds short-term and working memory, it should not be used in either clinical
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profile analysis. Analysis should conclude with examining pairs of components for
significant discrepancies.

Strengths and Weaknesses As a Working Memory Measure

For a broad memory scale, the CMS offers rather limited testing of short-term and
working memory; only visuospatial short-term memory is sampled in depth. None of
its index scores should be used to represent working memory, and even its immediate
(short-term indexes) are confounded by learning procedures. When a comprehensive
assessment of working memory is in order, the CMS will need to be supplemented
with other scales. The CMS may be most helpful when the evaluator wishes to collect
data on the referred child’s rate of learning and long-term storage. Also, the General
Memory Index is a particularly useful indicator of overall memory capacity, as it is
comprised of both immediate and delayed subtests in both the visual and verbal
modes.

Test of Memory and Learning–Second Edition (TOMAL-2)

The TOMAL-2 (Reynolds & Voress, 2007; see Table 8.5) is a revision of the TOMAL
(Reynolds & Bigler, 1994), which was one of the first comprehensive memory bat-
teries designed for children and adolescents. Like its predecessor, the TOMAL-2 em-
phasizes the distinction between verbal and nonverbal memory. It also focuses on
measuring learning with tasks that present the same stimuli over multiple trials. The
TOMAL-2 is comprised of eight core subtests whose scores contribute to a Compo-
site Memory Index, Verbal Index, and a Nonverbal Index. It also offers five supple-
mentary indexes and several optional subtests (see Table 8.5). Although several of the
optional subtests are traditional short-term and working memory measurement para-
digms, the TOMAL-2 has neither a working memory nor a short-term memory
composite.

Unique Features

Among memory and learning batteries, the TOMAL-2 is unique in that it does not
emphasize the distinction between immediate and long-term memory. The authors
(Reynolds & Voress, 2007) simply classify the core subtests as ‘‘Verbal’’ or ‘‘Non-
verbal,’’ and only two subtests, both verbal, have delayed-recall versions. Further-
more, Reynolds and Voress barely acknowledge the working memory construct,
preferring instead to classify traditional working memory subtests as measures of
either sequential recall or attention/concentration.

Validity Evidence Regarding Working Memory

Some of the validity evidence cited by the authors (Reynolds & Voress, 2007) goes
back to the original TOMAL, with the justification being that the two versions have
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nearly identical content. The TOMAL-2 manual reports a study in which children
with reading disabilities were evaluated with the TOMAL. When matched with con-
trol children on IQ, the reading disabled group had particularly low Attention/Con-
centration and Sequential Recall Indexes. Given that both of these indexes are
comprised primarily of short-term and working memory measurement paradigms,
the lower scores are consistent with predictions based on the evidence-based relations
between working memory and academic learning.

Table 8.5

Test of Memory and Learning–Second Edition (TOMAL-2)

Authors: Cecil R. Reynolds and Judith K. Voress

Publisher: PRO-ED

Publication Date: 2007

Age Range: 5–59:11

Memory Composites

Composite Memory

Verbal Memory

Nonverbal Memory

Verbal Delayed Recall

Learning

Attention/Concentration

Sequential Recall

Free Recall

Associate Recall

Memory Subtests and Associated Memory Components

Memory for Stories—Verbal WM

Word Selective Reminding—Learning

Object Recall—Learning

Paired Recall—Learning

Facial Memory—Visuospatial STM

Abstract Visual Memory—Visuospatial STM

Visual Sequential Memory—Learning

Memory for Location—Visuospatial STM

Digits Forward—Phonological STM

Letters Forward—Phonological STM

Manual Imitation—Visuospatial STM

Digits Backward—Executive WM

Letters Backward—Executive WM

Visual Selective Reminding—Learning
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Memory Subtests and Tasks

Memory for Stories

As the name of the subtest implies, examinees must recall stories read by the exam-
iner. Credit is given for each element of the story repeated correctly; elements need
not be verbatim or in order. Although associations with long-term semantic memory
may cue recall, the task seems to primarily tap verbal working memory. After 30
minutes has elapsed, there is the option of a delayed-recall version of the subtest.

Word Selective Reminding

This task measures a combination of short-term recall and learning. When the exam-
inee attempts to repeat a word list, he or she is reminded of words left out and given
another opportunity to repeat the entire list. Trials continue until mastery or until six
trials have been completed. Although phonological short-term memory is involved,
the score seems more representative of learning than short-term memory span.

Object Recall

In Object Recall, the examiner presents a series of pictures, names them, and then has
the examinee recall them. The examinee has up to five trials to correctly recall all of
the pictured items. Although there is initial pairing of verbal and visual stimuli, the
response is entirely verbal. The TOMAL-2 classifies this subtest as a measure of
Learning and Verbal Memory. Although long-term retrieval, verbal working mem-
ory, and executive working memory are all involved to some extent, the subtest seems
to be primarily a measure of learning.

Paired Recall

This is a classic paired-associate learning task that measures learning of verbal infor-
mation. Some of the pairs are easy because of their semantic connections but most of
the paired words have no logical connection. Although the task is primarily measur-
ing learning, long-term retrieval is also involved as long-term semantic associations
facilitate memorization of the pairs.

Facial Memory

As the TOMAL-2 authors (Reynolds & Voress, 2007) point out, memory for faces is
quite different from recalling inanimate objects and abstract stimuli. Nonetheless,
Facial Memory is considered a type of visuospatial short-term memory, especially
since the response is entirely nonverbal and no learning procedures are involved.

Abstract Visual Memory

This is another visuospatial short-term memory task, as no verbal recoding or manip-
ulation of the stimuli is required. Also, the stimuli are meaningless abstract figures
whose recall is unlikely to be assisted by long-term memory.
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Visual Sequential Memory

This subtest is more challenging than the previous two subtests because it requires the
examinee to retain the sequence of meaningless geometric designs. Because corrective
feedback is involved, this activity becomes more of a learning task than a specific
measure of visuospatial short-term memory.

Memory for Location

Memory for location is a visuospatial short-term memory task with an emphasis on
the spatial component. Examinees are required to recall the distribution of dots on
a page.

Digits Forward and Letters Forward

Both of these subtests are considered measures of phonological short-term memory.
The Letters Forward subtest affords the opportunity to measure phonological short-
term span without digits. Under the TOMAL-2 structure, these subtests and similar
subtests are placed under the Attention/Concentration Composite and/or the Se-
quential Recall Composite.

Manual Imitation

There are four different hand movements that are used to present a sequence of ges-
tures that the examinee must repeat. Although attention, sequencing, and psychomotor
abilities all come into play, this subtest is classified as visuospatial short-term memory.

Digits Backward and Letters Backward

Digits Backward is administered in the traditional manner, and Letters Backward is
the language-related analogue. Although the TOMAL-2 places these subtests under
its Attention/Concentration factor, from a working memory perspective they are
both executive working memory.

Visual Selective Reminding

This activity is similar to a Corsi block tapping task, the main difference being that a
series of dots is used instead of three dimensional blocks. Because of the corrective
feedback and multiple trials, this subtest is primarily a learning task.

Interpretation

If the evaluator wishes to interpret TOMAL-2 test results from a working memory
perspective, much of the TOMAL-2 structure and suggested analysis will need to be
ignored. As recommended previously in this chapter and in Chapter 6, subtests scores
should be realigned based on the short-term memory and working memory compo-
nents they are thought to measure (see Appendix E), and then the procedures for
completing the worksheet in Appendix C should be followed. When conducting a
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clinical profile analysis, use of the TOMAL-2 Core Composite should be avoided
unless the learning subtests are included in the analysis. An IQ score or mean derived
from the subtests included in the analysis is preferable. After a profile analysis of
short-term memory and working memory components, each component can be
paired with the TOMAL-2’s Learning Index. If the Learning Index is significantly
higher than phonological short-term memory or verbal working memory compo-
nents, one implication is that the child or adolescent has acquired learning strategies
that compensate for a limited opportunity to encode verbal information into long-
term memory. Conversely, if phonological short-term span exceeds learning, then
the possibility of poor encoding strategies or poor retrieval should be considered.

Strengths and Weaknesses As a Working Memory Measure

Despite the fact that TOMAL-2’s structure does not explicitly identify working
memory, the battery actually provides some in-depth sampling of both modalities
within short-term memory and adequate sampling of working memory components.
Although the TOMAL-2 lives up to its claim of differentiating verbal from nonverbal
memory through in-depth sampling of both the visual and verbal domains, it is un-
fortunate that it does not discriminate immediate from long-term retention within
each of these modalities. Nonetheless, given its recent norming, strong technical
properties, and ease of administration and scoring, the TOMAL-2 has much to rec-
ommend it as a memory assessment instrument, especially when there is a desire to
contrast learning with short-term memory and working memory capacities.

Wide Range Assessment of Memory And
Learning–Second Edition (WRAML-2)

The WRAML-2 (Adams & Sheslow, 2003; see Table 8.6) is an updated and ex-
panded version of the WRAML. When the WRAML was revised, several new sub-
tests were added, including two new working memory subtests that allow the
computation of a Working Memory Index. The core WRAML-2 battery consists of
six subtests, two for each of the three main factors: Verbal Memory, Visual Memory,
and Attention/Concentration. In addition to the core subtests, the WRAML-2 has 11
optional subtests, 7 of which are delayed-recall and recognition subtests that are not
reviewed here. Although the battery has three delayed-recall subtests, it does not have
a delayed-recall index. Also, a memory screening option consisting of four subtests
can be administered. Like most broad memory batteries, the WRAML-2 is not asso-
ciated with any contemporary theory of working memory.

Unique Features

Compared to similar scales, the WRAML-2 has fewer learning subtests and more
straightforward immediate memory subtests. When measuring long-term retention
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of information, the battery emphasizes recognition over recall. Another unique fea-
ture of the WRAML-2 is that the authors encourage qualitative analysis at the intra-
subtest level and provide several structured means for doing so.

Validity Evidence Regarding Working Memory

Of the WRAML-2 indexes, the Attention/Concentration Index, which can be equa-
ted with short-term memory, has the highest correlations with reading, mathematics,
and written language scores from the WJ III Achievement battery. These high corre-
lations occurred both in a normal sample and one that was made up of children with
ADHD and LD (Adams & Sheslow, 2007). In another standardization study, a sam-
ple of 29 children with learning disabilities obtained significantly lower scores on all

Table 8.6

Wide Range Assessment Of Memory And Learning–Second

Edition (WRAML-2)

Authors: Wayne Adams and David Sheslow

Publisher: Wide Range

Publication Date: 2003

Age Range: 5–90

Memory Composites

General Memory

Verbal Memory

Visual Memory

Attention/Concentration

Working Memory

Verbal Recognition

Visual Recognition

General Recognition

Memory Subtests and Associated Memory Components

Story Memory—Verbal WM

Verbal Learning—Learning

Design Memory—Visuospatial STM

Picture Memory—Visuospatial WM

Finger Windows—Visuospatial STM

Number/Letter—Phonological STM

Sentence Memory—Verbal WM

Sound Symbol—Learning

Verbal Working Memory—Executive WM

Symbolic Working Memory—Executive WM

WRAML-2 235



of the WRAML-2 indexes, when compared to a matched control sample. The largest
mean difference between the two groups was on the Number/Letter subtest, a dis-
tinctive measure of phonological short-term memory.

Memory Subtests and Tasks

Story Memory

This traditional memory measure is classified as a verbal working memory subtest.
Neither verbatim nor sequential recall is required of either of the two stories. How-
ever, the examiner has the option of contrasting verbatim versus ‘‘gist’’ scaled scores.
For example, someone who remembers relevant themes but forgets details will obtain
a higher gist than verbatim score. Story Memory has a delayed version that can be
administered after an interval of about 15 minutes.

Verbal Learning

Verbal Learning is a list-learning task that allows four trials for the examinee to learn
a list of either 13 or 16 words. Although phonological short-term memory is clearly
involved, the score is more representative of learning. In addition to quantifying the
rate of learning with a learning slope, the number of intrusion errors (words not on
the list) can be tallied and analyzed with norm-referenced data. An unusually high
number of intrusion errors may indicate that executive working memory is not effec-
tively inhibiting incorrect responses.

Design Memory

This procedure consists of exposing geometric designs for 5 seconds and than having
the examinee draw them from memory. This task is clearly a measure of visuospatial
short-term memory.

Picture Memory

The examinee is shown four common but visually complex scenes for 10 seconds,
then shown an alternate scene, and next asked to identify the elements that have
moved, changed, or been added by marking each part of the picture that is different
(no verbal response is required). Because of the transformations involved, this task is
more challenging than basic visuospatial activities. Thus, it seems appropriate to clas-
sify Picture Memory as a visuospatial working memory measure.

Finger Windows

For this subtest, the examiner sequentially touches holes in a card at the rate one per
second and the examinee repeats the sequence. The WRAML-2 classifies Finger Win-
dows as a measure of attention/concentration. However, because the activity is analo-
gous to the Corsi block task it seems more appropriate to classify it as a measure of
visuospatial short-term memory.
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Number/Letter

This variation of the traditional measure of simple short-term memory span com-
bines digits and letters. Number/Letter is another task purportedly measuring
attention/concentration, but the more appropriate classification is phonological
short-term memory.

Sentence Memory

As the name implies, this subtest requires the examinee to repeat sentences dictated
by the examiner. As no interference or multiple trials are involved, it seems to be a
relatively clean measure of verbal working memory.

Sound Symbol

This is a multiple-trial, paired-associate learning task in which the examinee must
recall sounds associated with various abstract symbols. It is different from the typical
rebus learning tasks in that semantic memory is less helpful. Although it involves
long-term retrieval, for the sake of consistency it is herein classified as a measure of
learning.

Verbal Working Memory

Despite the subtest’s name, it is measuring executive working memory more than
verbal working memory. Not only must the examinee separate animal words from
non-animal words, but he or she must cope with challenging secondary processing
tasks before repeating the words in order. Two transformations of the stimuli are
required: separating the words into two categories and arranging the animals and
non-animals by size.

Symbolic Working Memory

At the higher level of this subtest, the examinee hears a list of numbers and letters,
followed by the presentation of a card with numbers and letters on it. The examinee
must first point to all the stimulus numbers in the correct sequence, followed by
pointing to the letters in the correct sequence. Coordination, transformation, and
inhibition are all required, making this another executive working memory measure.

Interpretation

Similar to the interpretation of other memory batteries, the WRAML-2 subtests should
be realigned according to the classifications in Appendix E, clinical factor scores should
be computed for the tested memory components, and the profile analysis completed,
following the instructions in Appendix C. The General Memory Index is a poor choice
for determining discrepancies, as it does not include the working memory subtest
scores. An IQ score, cognitive processing composite, or mean of the subtests compris-
ing the analysis is a better choice. Because the WRAML-2 does not have any learning
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or delayed-recall indexes, the options for assessing the influence of short-term memory
and working memory components on learning are limited. Instead, pairwise compari-
sons should focus on the immediate and delayed versions of subtests (see the test’s
manual for critical values). At the intrasubtest level of interpretation, the WRAML-2
offers some unique diagnostic scores. For example, norm-referenced data are available
for the number of intrusion errors on the Verbal Learning test. See the WRAML-2
manual (Adams & Sheslow, 2003) for a discussion of clinical and qualitative analyses
at the intrasubtest level.

Strengths and Weaknesses As a Working Memory Measure

The authors of the WRAML-2 should be commended for a carefully constructed
measurement tool. For example, only indexes supported through factor analysis are
included in the WRAML-2’s structure. Moreover, the WRAML-2 is supported by
extensive validity evidence, including studies with several clinical populations and
correlations with current cognitive and achievement batteries. Also, the manual
(Adams & Sheslow, 2003) provides extensive advice on profile analysis and interpre-
tation, including an in-depth discussion of qualitative analysis. The drawbacks of the
WRAML-2 are not unique. For instance, it classifies traditional short-term memory
measurement paradigms under attention/concentration, and like other batteries does
not attempt to separately measure working memory components.

Working Memory Test Battery for Children (WMTB-C)

Based on 25 years of working memory research, the WMTB-C (Pickering & Gathercole,
2001a, 2001b; see Table 8.7) is the only norm-referenced battery specifically de-
signed to measure Baddeley’s triarchic theory of working memory. The WMTB-C
measures the central executive, visuospatial sketchpad, and phonological loop, but
excludes the episodic component. The WMTB-C subtests are based mainly on estab-
lished experimental paradigms known to yield relatively pure assessments of particu-
lar aspects of working memory. The scale is comprised of nine recall subtests (see
Table 8.7), each of which involves the child repeating a sequence of items to the
examiner. Although the battery does not offer an overall working memory score, it
does produce three composites: Phonological Loop, Central Executive, and Visuo-
Spatial Sketchpad.

Test Development, Reliability, and Validity

This theory-based battery was standardized on a sample of 750 children drawn from
seven schools in England. Although special needs learners were included in the sam-
ple, no demographic details about the special needs sample are provided. Intertester
and test-retest reliability were assessed, with the reliability study involving 99 children
who were retested after an interval of 2 weeks (see Table 8.7). For most of the
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subtests, test-retest reliability coefficients were higher for younger children than for
older children. Exploratory and confirmatory factor analyses resulted in a factor
structure mostly supportive of the tripartite model the test is based upon. Similar to
other cognitive scales, the WMTB-C factor structure changes with development.
With increasing age, the executive factor becomes more closely related with the pho-
nological loop while the association with the visuo spatial component declines. Fur-
thermore, the separation between the phonological loop and the visuospatial
sketchpad increases with age. Even prior to the battery’s publication, Gathercole and
Pickering (2000b) reported that their central executive and phonological loop mea-
sures have high construct validity, as well as strong predictive validity for vocabulary
development, literacy, and arithmetic test performance. The WMTB-C manual
(Pickering & Gathercole, 2001b) reports that children’s level of attainment on
England’s National Curriculum test is closely associated with their performance on
the WMTB-C.

Table 8.7

Working Memory Test Battery For Children (WMTB-C)

Authors: Sue Pickering and Sue Gathercole

Publisher: The Psychological Corporation Limited (London)

Publication Date: 2001

Age Range: 4:7–15:9

Memory Composites

Phonological Loop

Visuo-Spatial Sketchpad

Central Executive

Working Memory Subtests, Associated Memory Components, and Reliability Coefficients�

Digit Recall—Phonological STM .81

Word List Recall—Phonological STM .80

Nonword List Recall—Phonological STM .68

Word List Matching—Phonological STM .45

Block Recall—Visuospatial STM .63

Mazes Memory—Visuospatial STM .68

Listening Recall—Executive WM .83

Counting Recall—Executive WM .74

Backward Digit Recall—Executive WM .53

�Based on a sample of children ranging from 64–96 months in age.
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In regards to students with learning problems, their performance on the WMTB-C
is consistent with the evidence-based relationships working memory has with academic
learning. According to research reported in the manual, children with dyslexia per-
form poorly on the phonological and executive components while obtaining average
visuospatial scores. Moreover, there is strong evidence that the WMTB-C can be a
very useful tool for diagnosing learning disabilities. Using a weighted combination of
scores from a preliminary version of the WMTB-C, Pickering and Gathercole
(2001b) were able to correctly classify the special education status of 81% of a sample
of 52 7-year-old children. Central executive measures were the best predictors of aca-
demic failure and success, with poor performance on the Backward Digit Recall sub-
test score being the single best predictor of special education status.

Descriptions of Subtests

Given that the WMTB-C is based on the predominant theory of working memory, its
subtests will not be realigned, as has been the case with other scales reviewed in this
text. Upon examination, all of the subtests seem to be measuring the short-term
or working memory factor to which they were assigned by the battery’s authors (see
Table 8.7). Three of the four phonological loop subtests use a serial recall method in
which the examinee must repeat spoken items in the original order, whereas the fourth
subtest consists of a matching activity. These widely used measurement paradigms ap-
pear to call upon both components of the phonological loop—storage and subvocal
rehearsal. All of the three central executive subtests require simultaneous storage and
processing. Each of the executive measures consists of a complex-span procedure, in-
cluding the classic listening span task originally developed by Daneman and Carpenter
(1980). The stimuli involve spoken sentences, dot displays, and digit names. The pre-
dominantly verbal nature of the executive subtests means that performance on all three
of the executive tasks is likely to be verbally mediated. Thus, the central executive com-
posite score may be heavily influenced by the phonological loop and verbal abilities.
For its part, the visuospatial composite may be heavily mediated by executive processes,
as research has established that the visuospatial sketchpad places significant demands
on central executive resources. Because older children tend to recode visual information
into names, the WMTB-C visuospatial stimuli were selected on the basis of being very
difficult to recode verbally, thereby reducing the influence of verbal working memory.
Additional details about the WMTB-C battery and subtests can be found in Pickering
(2006), Pickering and Gathercole (2001b), and Savage et al. (2006).

Digit Recall

This is a variation of the classic digits forward task, with digits spoken by the exam-
iner at the rate of one per second. The length of the first span administered is deter-
mined by the greatest span (one to three digits) the examinee correctly responds to
during the practice trial. Examinees must correctly complete four of six trials per span
in order to continue to a higher span.
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Word List Recall

Word List Recall is administered in exactly the same manner as Digit Recall, with the
only difference being that words are used instead of digits and the maximum span is
seven. The items are monosyllabic words with a consonant-vowel-consonant struc-
ture, and no word is used more than once.

Nonword List Recall

Nonword List Recall is the same as Word List Recall, except that pseudowords are used
and the highest span is six. Interestingly, the nonsense words were created from the
same pool of phonemes as the words used in Word List Recall. Again, the stimuli are
monosyllabic with a consonant-vowel-consonant structure and no item is used more
than once. In the case of nonwords, there is minimal lexical support from long-term
memory, making this subtest a highly sensitive measure of phonological short-term
memory.

Word List Matching

For this task, examinees are required to judge whether a word list is presented in the
same or different order as the original presentation. For instance, ‘‘cat, house’’ is pre-
sented and followed by ‘‘house, cat.’’ Determination of the start point, the presenta-
tion rate, and continuation rule are the same as the Digit Recall subtest. Because it
involves matching, instead of repetition, this subtest removes the influence of articu-
latory output skills that are often deficient in young children.

Block Recall

This classic Corsi block task requires examinees to reproduce the exact sequence of
block tapping presented by the examiner. A board with nine randomly attached
blocks is used, and the general procedures are the same as for the Digit Recall subtest,
beginning with the tapping of a single block.

Mazes Memory

On each trial, the examinee views a two-dimensional maze with a red path drawn
through it. In view of the child, the examiner traces the red line with her or his finger.
The maze without the line is then shown to the child who must correctly draw the
line in pencil. Rather than simply solving the maze by finding a route out, the exam-
inee must recall the exact route traced by the examiner. Each wall of a maze has two
openings. Maze complexity is increased by adding more walls to the maze.

Listening Recall

The examiner says a series of short, 1- to 2-second sentences, only some of which make
sense. The examinee must then immediately state whether the sentence is true or false.
After hearing all the sentences in a trial (1–6 sentences), the examinee is asked to recall
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the final word of each sentence in the order they were presented. This task, often re-
ferred to as listening span in the experimental literature, is a type of complex-span task
because it requires processing along with recall of information. The additional process-
ing requirement necessitates the involvement of the central executive.

Counting Recall

This task involves simultaneous processing and maintenance of information because
it requires the examinee to count red dots on cards and then recall the number of dots
on each card in the order they were presented. The number of red dots per array
ranges from three to six and the examinee must say each total number aloud.

Backward Digit Recall

This classic digits backward task is administered in exactly the same way as the Digit
Recall subtest, except the examinee must recall the sequence in reverse.

Interpretation

The WMTB-C manual (Pickering & Gathercole, 2001b) does not contain any stat-
istical tables, such as critical values for discrepancies, that can be used in conducting a
profile analysis. Consequently, clinicians should proceed directly to the structured
Working Memory Analysis Worksheet found in Appendix C. With the WMTB-C,
there is no need to compute clinical factor scores because the three WMTB-C factors
match the structure and definitions of the Integrated Model. For instance, the
WMTB-C’s Phonological Loop Component score should be entered as the Phono-
logical Short-Term Memory ‘‘Component Mean.’’ If no additional testing has been
completed, the three component scores should be averaged and that amount entered
in the ‘‘Composite or Mean’’ column. For the remainder of the profile analysis, in-
cluding pairwise comparisons, follow the directions on the worksheet. Given its theo-
retical foundation, comprehensive measurement of working memory, and sound
structure, the WMTB-C results should be analyzed alone. If additional memory or
processing testing has been conducted, a separate cross-battery analysis should be
conducted and WMTB-C scores can be included in that.

In addition to the usual profile analysis, a ‘‘within’’ component analysis is war-
ranted with the WMTB-C. For each working memory component, compute the
mean of the subtest scores and then compare each subtest score to that mean. For
example, the subtest scores of the four phonological loop subtests should be averaged
and then each subtest score compared to that mean. (The WMTB-C subtest scores
have a mean of 100 and a standard deviation of 15.) A difference of one standard
deviation is indicative of a significant discrepancy. Pairwise comparisons can also be
conducted at the subtest level. When considering hypotheses, implications, and rec-
ommendations, there are some unique WMTB-C subtest properties to keep in mind:
(a) poor performance on Backward Digit Recall is especially predictive of academic
learning problems; (b) Word List Matching is a purer measure of the phonological
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loop, as performance is less influenced by long-term memory representations and
speech production difficulties; (c) Block Recall is regarded as a test of ‘‘spatial’’ work-
ing memory; (d) Mazes Memory involves both visual and spatial information; and
(e) performance on Counting Recall, Digit Recall, and Backward Digit Recall may
be influenced by poorly developed arithmetic skills. In addition to scaled scores for
each subtest, the WMTB-C provides standardized data on Span scores. Span scores
denote the number of sequential items that can be held in working memory; for exam-
ple, if the examinee successfully completes a span of three digits on Digit Recall, his or
her Span score for Digit Recall is 3. The highest attainable spans range from six to nine.
Age-divided tables provide the percentage of children who obtain each Span score.

Strengths and Weaknesses As a Working Memory Measure

The WMTB-C has much to offer: (a) it facilitates interpretation because of its theo-
retical foundation; (b) its structure is supported through factor analysis and other
validity studies; and (c) it provides in-depth sampling for three short-term memory
and working memory components. Weaknesses include: (a) the test is based on a
small sample in England; (b) Baddeley’s episodic component is not included; and (c)
no discrepancy data are available in the manual.

Automated Working Memory Assessment (AWMA)

The AWMA (Alloway, 2007; Alloway et al., 2006, 2004; see Table 8.8) is a
computer-based assessment of working memory skills that was developed in the
United Kingdom. Its main purpose is to identify significant working memory prob-
lems in individuals between 4 and 22 years of age. Most of the AWMA’s subtests are
modifications of WMTB-C subtests. However, the structure of AWMA is different
from the WMTB-C and the AWMA includes several unique subtests. The adminis-
tration, scoring, and interpretation are fully automated. Because only minimal train-
ing is required for its use, teachers are able to use the screening version of the
AWMA. In addition to a two-subtest screener, there is a short-form with four sub-
tests and a long form with 12 subtests. The long form takes up to 40 minutes to com-
plete. The AWMA is available in 10 languages, including Spanish and Mandarin.
A standardized version of the AWMA was released in October of 2007.

Of the currently available memory batteries, the AWMA most closely approxi-
mates the Integrated Model of Working Memory proposed in this text. Alloway
(2007) has taken Baddeley’s theory another step further by abandoning the domain-
general notion of working memory and its ‘‘central executive’’ label. Instead, Alloway
has divided working memory into verbal working memory and visuospatial working
memory. Although nearly all memory scales assess visuospatial short-term memory in
depth, the AWMA is the first scale that attempts to separately measure visuospatial
working memory, distinguishing the subtests from their short-term memory
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counterparts by incorporating additional processing tasks. Empirical support for the
inclusion of a visuospatial working memory factor is reviewed by Alloway et al.
(2006). According to Alloway et al., working memory was probably undivided in the
past because nearly all measures of storage plus processing were verbal. The division
of working memory into a visuospatial working memory factor and a verbal working
memory factor is consistent with the Integrated Model of Working Memory advo-
cated in this text.

Validity Evidence Regarding Working Memory

Despite the logical structure of the AWMA, confirmatory factor analysis (Alloway
et al., 2006) resulted in more support for Baddeley’s traditional three-factor model,
with separate verbal and visuospatial factors at the short-term level and a third factor
representing the shared variance between the verbal and visuospatial working mem-
ory tasks. This finding is in line with Baddeley’s perspective that working memory

Table 8.8

Automated Working Memory Assessment (AWMA)

Author: Tracy P. Alloway

Publisher: Harcourt Assessment (London)

Publication Date: 2007

Age Range: 4–22

Memory Composites

Verbal Short-Term Memory

Verbal Working Memory

Visuospatial Short-Term Memory

Visuospatial Working Memory

Memory Subtests, Associated Memory Components, and Reliability Coefficients

Digit Recall—Phonological STM .84

Word Recall—Phonological STM .76

Nonword Recall—Phonological STM .64

Listening Recall—Verbal WM, Executive WM .81

Counting Recall—Verbal WM, Executive WM .79

Backwards Digit—Verbal WM, Executive WM .64

Dot Matrix—Visuospatial STM .83

Mazes Memory—Visuospatial STM .81

Block Recall—Visuospatial STM .83

Odd-One-Out—Visuospatial WM .81

Mr. X—Visuospatial WM .77

Spatial Span—Visuospatial WM .82
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consists of a domain-general processing factor that is primarily executive. In the Al-
loway et al. study, the visuospatial and verbal working memory components appear
to be the same factor because they share 83% of the variance. Alloway et al. con-
cluded that the dynamic formats of complex visuospatial tasks involve executive func-
tions just like verbal tasks do. Despite the unclear findings, the AWMA structure
omits the central executive and retains the two new working memory factors.

Memory Subtests and Tasks

All of the subtests begin with auditory directions presented while the computer screen
is blank. For verbal tests, the computer presents the stimuli auditorily and the exam-
inee speaks the response. The examiner then presses the left or right arrow keys to
record whether the response was correct or incorrect.

Digit Recall, Word Recall, and Nonword Recall

These are the traditional measures of phonological short-term memory, with Digit
Recall consisting only of forward digits.

Listening Recall, Counting Recall, and Backwards Digit

Alloway (2007) classifies these three subtests as measures of verbal working memory,
but according to the scheme in this text they are also measuring executive working
memory because all of them include a secondary processing task. Counting Recall, in
particular, places heavy demands on executive working memory because it incorpo-
rates counting and visuospatial processing. See the WMBT-C section for details on
the listening recall and counting recall paradigms.

Dot Matrix, Mazes Memory, and Block Recall

Mazes Memory and Block Recall are modifications of the WMBT-C subtests with
the same names (see WMBT-C section for details). In Dot Matrix, a red dot in a
4 � 4 matrix is exposed for 2 seconds, then the examinee recalls the positions by
tapping the appropriate squares on the computer screen. All three of these tasks are
clearly measures of visuospatial short-term memory.

Odd-One-Out, Mr. X, and Spatial Span

In Odd-One-Out, the examinee views three shapes presented in a row of boxes and
then identifies the odd-one-out shape. After a series of presentations, the examinee
must recall the location of each odd-one-out in the correct order. In Mr. X, two
cartoon characters, one wearing a blue hat and the other wearing a yellow hat, hold a
ball in various positions. At the end of the sequence the examinee must recall the
locations of the ball held by Mr. X with the blue hat by pointing to a picture with
eight compass points. Complexity is created by rotating Mr. X with the blue hat.
Spatial Span is similar to Mr. X in that the examinee must recall the correct locations
of a red dot on one of two objects by pointing to a picture with three compass points.
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Like the Mr. X subtest, a brief secondary processing task is also introduced. All three
of these subtests can be considered complex visual span tasks that are more demand-
ing than visuospatial short-term tasks but yet do not require extensive involvement
from executive working memory. Thus, they seem to be appropriately categorized as
visuospatial working memory measures. However, as indicated in the factor-analytic
studies and suggested by Alloway et al. (2006), these subtests also tap executive work-
ing memory processes.

Interpretation

The AWMA software was unavailable as this book went to press. However, given the
theory-based structure of the AWMA, it is recommended that clinicians base their
interpretation primarily on the AWMA’s computerized analysis. The only suggested
deviation from the battery’s analysis is that the Verbal Working Memory score
should also be considered as representative of executive working memory. Otherwise,
there is no need to realign any of the subtests. As always, there is the option of com-
bining AWMA component scores with other test results in a cross-battery fashion
(see Appendix C).

Strengths and Weaknesses As a Working Memory Measure

The AWMA is a major step forward in the delineation of short-term memory and
working memory components. In particular, it supports the idea that working mem-
ory functions should be separated, instead of grouping all of them under an executive
construct. In addition, it explicitly discriminates between short-term memory com-
ponents and working memory components. Also, the AWMA facilitates the assess-
ment of working memory, making it feasible to screen large numbers of children for
working memory weaknesses.

Swanson Cognitive Processing Test (S-CPT)

The S-CPT (Swanson, 1995; see Table 8.9) is a norm-referenced processing test that
was standardized on a United States sample of 1,630 subjects, ranging in age from
4.5 to 78.6 years. Although not indicated by the title, the test appears to be designed
mainly for in-depth assessment of working memory. While not explicitly divided into
factors that align with Baddeley’s model, the S-CPT is consistent with Baddeley’s
theory in that all of the tasks require simultaneous processing and storage of informa-
tion (Swanson & Berninger, 1995). Accordingly, each of the 11 subtests interjects
processing (interference) between stimulus presentation and recall. The distracter,
referred to as a process question, is introduced to induce simultaneous processing.
Consequently, all of the subtests tap executive working memory. Many of the
S-CPT’s working memory tasks are related to the Sentence Span measure originally
developed by Daneman and Carpenter (1980). Daneman and Carpenter’s goal was
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to develop complex measures of memory span, a goal that Swanson has operational-
ized in depth.

Unique Features

Although traditional ‘‘static’’ testing can be conducted with the S-CPT, Swanson
(2006b) promotes its use as a ‘‘dynamic’’ measure. Swanson defines dynamic as-
sessment as the examiner modifying test procedures, much like testing of the lim-
its, in an effort to understand learning potential. Dynamic administration follows

Table 8.9

Swanson Cognitive Processing Test (S-CPT)

Author: H. Lee Swanson

Publisher: PRO-ED

Publication Date: 1995

Age Range: 4:5–78:6

Memory Composites

Total

Semantic

Episodic

Auditory

Visual

Prospective

Retrospective

Strategy Efficiency Index

Processing Difference Index

Instructional Efficiency Index

Stability Index

Memory Subtests and Associated Memory Components

Rhyming Words—Executive WM, Verbal WM

Visual Matrix—Executive WM, Visuospatial WM

Auditory Digital Sequence—Executive WM, Verbal WM

Mapping and Directions—Executive WM, Visuospatial WM

Story Retelling—Executive WM, Verbal WM

Picture Sequence—Executive WM, Visuospatial WM

Phrase Sequence—Executive WM, Verbal WM

Spatial Organization—Executive WM, Visuospatial WM

Semantic Association—Executive WM, Verbal WM

Semantic Categorization—Executive WM, Verbal WM

Nonverbal Sequencing—Executive WM, Visuospatial WM
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a test-teach-test format that yields three types of scores: initial, gain, and mainte-
nance. The initial scores result from traditional, static testing procedures that al-
low no feedback or prompting. The dynamic round is accomplished by the
examiner providing prompts, called probes, whenever the examinee fails an item.
Several hints or cues are then provided, with general hints given first and then
more explicit hints if needed. The highest score obtained under probing condi-
tions, referred to as the gain score, is taken as an indication of the examinee’s
potential, and the number of hints necessary to achieve it is considered an indica-
tion of the examinee’s responsiveness to instruction. It seems that Swanson
(2006b) interprets responsiveness to probes as an indication of a performance def-
icit and an indication that the examinee would benefit from strategy instruction.
The maintenance scores are derived from retesting (after about a 30 minute inter-
val) in which no assistance is provided. Swanson (2006b) argues that the dynamic
testing gain scores are better predictors of reading and mathematics achievement
than the S-CPT’s static (initial) scores or IQ scores from other batteries.

Perhaps the most unique contribution of the S-CPT to working memory assess-
ment is Swanson’s (1995) attempt to measure the influence of strategy knowledge
and use. Several of the subtests present the examinee with four strategies for remem-
bering information and require him or her to select a strategy for use during the
subtest. However, there is no attempt to teach any strategies. The specific strategies
offered depend on the subtest’s content; they are different for each subtest. The
S-CPT is also unique in that it samples a broad array of memory processes: verbal
and visuospatial; semantic and episodic; and prospective and retrospective retrieval
conditions.

Validity Evidence Regarding Working Memory

Regarding technical properties, the reliability coefficients of the composite and sub-
test scores are within acceptable limits. Swanson (1995) reported that internal consis-
tency reliability estimates for the subtests range from .72 to .92, and composite score
reliability coefficients range from .82 to .95. Swanson (1992, 1995) also found high
intercorrelations among these working memory subtests, indicating that a general
working memory factor transcends the type of processing (e.g., verbal or visuospatial)
required. Factor analysis actually revealed two primary factors—semantic memory
and episodic memory—with a second-order factor—executive processing—reflecting
the shared variance between the two. Additional validity evidence for the S-CPT con-
sists of correlations ranging from .50 to .86 between S-CPT subtests and Daneman
and Carpenter’s (1980) reading and listening span tasks (Swanson, 1995). The
S-CPT initial scores also have moderate correlations with traditional intellectual
measures (e.g., .80 with the K-ABC). Regarding students with learning disabilities,
they demonstrate less improvement under the dynamic testing conditions than do
their average-achieving peers. More details on the S-CPT, as well as research con-
ducted with it, can be found in Swanson (1992, 1995, 1996).
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Memory Subtests and Tasks

Because each of the S-CPT subtests introduces an interference task, all of them are
measures of executive working memory, even those that are modality specific. None-
theless, each subtest could also be categorized by its content and labeled as verbal
working memory or visuospatial working memory (see Table 8.9). Certainly, none
of the subtests should be considered measures of short-term memory because all of
them are complex-span paradigms. Administration of the entire battery takes approx-
imately 2 hours, but there are abbreviated administration options.

Rhyming Words

The purpose of the Rhyming Words task is to assess the examinee’s ability to recall
acoustically similar words. Rhyming sets of words (e.g., ship-blip-clip) are presented
at the rate of 2 seconds per word. There are nine word sets that range from 2 to 14
monosyllabic words. Before recalling the words, the examinee is asked whether a par-
ticular word was included in the set. The examinee must then recall the previously
presented words in order. In addition to executive working memory, this task taps
verbal working memory.

Visual Matrix

The purpose of this task is to assess the examinee’s ability to remember visual sequen-
ces within a matrix. The examinee studies a matrix containing a series of dots for
5 seconds. After the matrix is removed, the examinee is asked a process question, such
as ‘‘Were there any dots in the first column?’’ Then the examinee is directed to draw
the dots in the correct boxes on the blank matrix. The matrices range in difficulty
from 4 squares and 2 dots to 45 squares and 12 dots. In addition to executive work-
ing memory, this task measures visuospatial working memory.

Auditory Digital Sequence

This subtest assesses the examinee’s ability to remember numbers embedded in a
short sentence, such as, ‘‘Now suppose somebody wanted to have you take them to
the hospital at 1802 Main Street?’’ Prior to stimulus presentation, the examinee is
shown a figure depicting four strategies for recalling numeric information: rehearsal,
chunking, association, and elaboration. After the strategies have been explained, the
examinee is presented with a sentence that has embedded numbers. The examiner
then asks a process question about nonnumerical information in the sentence. Exam-
inees are then told that they will have to recall the numbers in order after pointing to
the figure of the strategy they will attempt to use. They are allowed 10 seconds to
select a strategy. Finally, examinees are required to recall the numbers in order. The
range of difficulty is from 3 to 14 digits. This task primarily measures executive and
verbal working memory.
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Mapping and Directions

The purpose of this task is to determine whether the examinee can remember a se-
quence of directions on a map that is devoid of any written labeling. For 10 seconds,
the examinee views a street map containing lines connected to dots that illustrate the
path of a bicycle through a city. Then the examinee must answer a process question,
such as, ‘‘Were there any dots in the first street?’’ Then the examinee is shown pic-
tures of recall strategies and asked to select one he or she will use (same procedure as
in Auditory Digital Sequence). Finally, examinees are asked to reproduce the lines
and dots on a blank map. The number of dots presented ranges from 4 to 19. This
task essentially measures executive and visuospatial working memory.

Story Retelling

The purpose of this recall task is to assess the examinee’s ability to remember a series of
episodes from a paragraph read by the examiner. The paragraph is a 12-sentence story,
and each sentence contains 8 to 11 words and two idea units. After being asked a pro-
cess question about the content, the examinee is directed to recall all the events that
occurred. For a sentence to be recalled correctly, it must include the two idea units in
the correct order. The subtest measures executive and verbal working memory.

Picture Sequence

This subtest assesses the examinee’s ability to remember a sequence of shapes of in-
creasing spatial complexity. Pictures of shapes are presented on a series of cards, a
process question is presented, cards are gathered and shuffled, and then the examinee
is directed to arrange the cards in the correct sequence. The set size varies from 3 to
15 cards. In addition to executive working memory, this task measures visuospatial
working memory.

Phrase Sequence

The purpose of this subtest is to assess the examinee’s ability to recall isolated phrases
(e.g., ‘‘a barking dog,’’ ‘‘a rolling ball’’). After each presentation, there is a process
question and the same strategy selection procedure as in Auditory Digital Sequence.
The number of phrases ranges from 2 to 12. This subtest measures executive working
memory, as well as verbal working memory.

Spatial Organization

The purpose of this task is to determine the examinee’s ability to remember the spatial
organization of cards that have pictures of various shapes. The examinee is allowed 30
seconds to examine a set of eight cards arranged in a row-by-row, top-down fashion.
After a process question and the same strategy selection procedure as in Auditory Digi-
tal Sequence, the examinee must rearrange the now shuffled up cards in the correct
order. The raw score is the number of rows correctly recalled. In addition to tapping
executive working memory, this task also assesses visuospatial working memory.
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Semantic Association

The purpose of this task is to assess the examinee’s ability to organize sequences of
words into abstract categories. The examinee is first presented with a set of words
(one every 2 seconds), such as: coat, saw, pants, hammer, boots, wrench. Then the
examinee is required to answer a process question, such as ‘‘Which word, saw or
pliers, was said in the list of words?’’ Then the examinee is directed to recall the words
that go together (i.e., coat, pants, boots, and saw, hammer, wrench). The examinee may
recall the words in any order within a particular category. The range of difficulty is
two categories with two words each to five categories with four words each. In addi-
tion to executive working memory, this task taps verbal working memory.

Semantic Categorization

This task assesses the examinee’s ability to remember words within categories. The
examinee is given a category label and a list of words that goes with the category, for
example, ‘‘job, teacher, doctor, plumber.’’ There are two or three words within each
category. After a process question and the same strategy selection procedure as in
Auditory Digital Sequence, the examinee is asked to recall the category name first
and then any words that went with that category. Because it taps semantic memory,
this task involves verbal as well as executive working memory.

Nonverbal Sequencing

This subtest assesses the examinee’s ability to sequence a series of cards depicting
nonsense shapes. Given a series of mixed-up cards, the examinee is allowed 2 minutes
to organize the cards in rows, with the first row having one card, the second row
having two cards, and so on. The examinee then studies the arrangement for 30 sec-
onds, before the examiner picks up the cards and shuffles them, inserting two distrac-
tor cards. After a process question and the same strategy selection procedure as in
Auditory Digital Sequence, the examinee must reproduce the arrangement by each
row. This subtest primarily measures executive and visuospatial working memory.

Interpretation

In the case of the S-CPT, use of the Working Memory Analysis Worksheet may be
unnecessary, unless there is a desire to include S-CPT component scores in a broader
cross-battery analysis involving other memory factors or related cognitive factors. The
S-CPT’s many unique scores require clinicians to follow the interpretative procedures
recommended in the manual (Swanson, 1995). Standard scores are available for each
testing condition—initial, gain, and maintenance—on each subtest and for all of the
composites, except the indexes. There are also norm-referenced tables for: (a) the
Processing Difference Index scores (the difference between the initial and gain score);
(b) the Stability Index scores (the difference between the initial and maintenance
score); (c) the Strategy Efficiency Index scores (how well the examinee chooses appro-
priate strategies); and (d) the Instructional Efficiency Index scores (the number of

Swanson Cognitive Processing Test (S-CPT) 251



prompts necessary for a correct response). Certainly, the Auditory (verbal working
memory) and Visual (visuospatial working memory) Components should be com-
pared with the Total Composite and with each other, using a standard deviation of
difference as an indication of significance. Clinicians who desire a thorough profile
analysis may elect to compute the subtest mean for each of the domain-specific
clusters, and compare each subtest to its respective mean. This procedure may be
followed with subtest pairwise comparisons. In keeping with the test’s design and
stated objective, the Processing Difference Index scores (provided only for individual
subtests) should be examined to determine how responsive the examinee is to cues
and hints. Of course the Processing Index Difference scores need to be tempered by
the Instructional Efficiency Index scores; that is, if gains required several prompts,
then they are less meaningful. Stability Index scores for each subtest should also be
examined. The Stability Index score is like a delayed-recall score in that it measures
how well the examinee retains information for an interval of about 30 minutes.

Although the intended meaning and implications of each score are explained
in-depth, the manual’s advice on the computation and interpretation of scores is a
little confusing. Furthermore, interpreting S-CPT results is particularly challenging
because some data and technical properties necessary for reliable statistical analysis
are lacking. Among the technical deficiencies are: (a) all of the composite scores are
derived from one conversion table, instead of separate norms for each composite;
(b) there are separate tables for each subtest but they are divided into only six age
groups, with only four tables covering the age range from 4:11 to 19:11; and (c) there
are no tables that identify critical values for discrepancies or the base rates for
discrepancies.

Strengths and Weaknesses As a Working Memory Measure

One of the main advantages of S-CPT use is that the Total Composite Score may be
the best representation of overall working memory functioning currently available
because: (a) the Total Composite does not include any short-term memory measures;
(b) all of the subtests involve a secondary processing task, thereby involving executive
working memory, which is considered the essence of working memory; (c) there is a
balance of verbal and visuospatial measures; (d) there is no attempt to prevent strat-
egy use (it is encouraged); and (e) there are a total of 11 subtests tapping core work-
ing memory functions. Therefore, the Total Composite can be interpreted as a very
valid representation of the examinee’s overall working memory capacity. Moreover,
the S-CPT makes several noteworthy contributions to the assessment of working
memory. First, Swanson (1995) has selected and enhanced measures known to be
strongly correlated with higher level memory processes and learning. Second, the
S-CPT provides an opportunity to assess the impact of strategy use and prompting
on performance. Third, the S-CPT certainly offers a broad and in-depth assessment
of working memory.
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Nevertheless, there are several concerns with the S-CPT, in addition to the inter-
pretative challenges:

1. First, some test reviewers have expressed reservations about the S-CPT. In a
Mental Measurements Yearbook review, Callahan (1998) was highly critical of
the S-CPT. Callahan contended that the S-CPT: (a) has complex, confusing,
and vague administration and scoring rules; (b) has a sample that was not care-
fully stratified; and (c) has only two composite scores that are supported by
factor analysis. Because of these concerns, Callahan concluded that the S-CPT
should be used only for research purposes.

2. From the title of the test and discussion in the manual, it appears as if Swanson
(1995) believes the battery is a measure of broad cognitive processes, not just
working memory. At times, he seems to consider the Total Composite Score as
the equivalent of a FSIQ.

3. Suggested interpretations of the gain scores seem to be quite speculative, as
there is no research linking this dynamic assessment measure to instructional
approaches and interventions. Perhaps the safest interpretation of gain scores is
that they reveal the effectiveness of simple feedback on the examinee’s working
memory performance.

4. Another potential concern related to dynamic testing and to encouraging exam-
inees to use strategies during testing emerges from a recent investigation by
St. Clair-Thompson (2007), who found that allowing examinees extra time to
implement strategies does indeed result in higher span scores. However,
St. Clair-Thompson concluded that extensive strategy use during testing elimi-
nates the ability of the measure to predict higher level cognitive and academic
skills. If the purpose of working memory assessment is to predict cognitive and
academic performance, then results from dynamic testing may miss the mark.

Key Points

1. Although working memory batteries and broad memory scales tend to assess
working memory components in more depth than cognitive instruments, the
inclusion of subtests from additional batteries may still be necessary when a
comprehensive assessment of short-term and working memory is required.

2. The categorization of subtests in broad memory scales is often at odds with con-
temporary theories of working memory and inconsistent with the Integrated
Model of Working Memory. Thus, memory subtests often need to be realigned
in order to assess performance on specific memory components. Realignment
facilitates profile analysis (using the Working Memory AnalysisWorksheet) and
enhances interpretation.
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3. When conducting a profile analysis, there are several options for the composite
or mean that memory scores will be compared with: (a) a FSIQ or the equiva-
lent; (b) a cognitive processing mean that may include memory scores; (c) a
global memory score from a memory battery; and (d) a mean derived from all
the memory subtests that were administered. Two of these routes should always
be taken when analyzing results from a memory battery: (a) memory compo-
nents should be compared to an IQ or cognitive processing mean, and (b) a
‘‘within memory’’ analysis should be conducted using either a global memory
score or a calculated memory mean.

4. See Table 8.10 for additional memory scales not reviewed in this chapter.

Table 8.10 Other Scales that Measure Working Memory

Burns Brief Inventory of Communication and Cognition

Author: Martha S. Burns

Publisher: The Psychological Corporation

Publication Date: 1997

Age Range: 18+

Memory Composites

Orientation to Factual Memory

Auditory Attention and Memory

Visual Attention and Memory

Working Memory Subtests

Immediate Auditory Recall of Digits

Immediate Auditory Recall of Digits with Distractions

Immediate Auditory Recall of Functional Information

Functional Short-Term Recognition

Short-Term Recognition of Pictures

Short-Term Recognition of Words

California Verbal Learning Test–Second Edition, Adult Version

Authors: Dean C. Delis, Joel H. Kramer, Edith Kaplan, and Beth A. Ober

Publisher: The Psychological Corporation

Publication Date: 2000

Age Range: 16–89

Memory Composites

Immediate Recall

Primacy-Recency Recall

Short-Delay Free Recall

Short-Delay Cued Recall

Long-Delay Free Recall
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(Continued )

Long-Delay Free Recall-Retention

Long-Delay Cued Recall

Working Memory Subtests

List A Immediate Recall

List A Short-Delay Free Recall

List A Short-Delay Cued Recall

List A Long-Delay Free Recall

List A Long-Delay Cued Recall

California Verbal Learning Test–Children’s Version

Authors: Dean C. Delis, Joel H. Kramer, Edith Kaplan, and Beth A. Ober

Publisher: The Psychological Corporation

Publication Date: 1994

Age Range: 5–16

Memory Composites

None

Working Memory Subtests

List A Trials 1–5

List B Free-Recall Trial

Short-Delay Free Recall

Short-Delay Cued Recall

Children’s Auditory Verbal Learning Test–Second Edition

Author: Jack L. Talley

Publisher: Psychological Assessment Resources, Inc.

Publication Date: 1993

Age Range: 6:6–17:11

Memory Composites

Immediate Memory Span

Level of Learning

Interference Trial

Immediate Recall

Delayed Recall

Recognition Accuracy

Total Intrusions

Working Memory Subtests

Trial 1

Interference

Table 8.10 (Continued )

Other Scales that Measure Working Memory
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Comprehensive Test of Phonological Processing (CTOPP)

Authors: Richard K. Wagner, Joseph K. Torgesen,

and Carol A. Rashotte

Publisher: PRO-ED

Publication Date: 1999

Age Range: 5–24:11

Memory Composites

Phonological Memory

Rapid Naming

Working Memory Subtests

Memory for Digits

Nonword Repetition

Rapid Color Naming

Rapid Digit Naming

Rapid Letter Naming

Rapid Object Naming

Learning and Memory Battery (LAMB)

Authors: James P. Schmidt and Tom N. Tombaugh

Publisher: Multi-Health Systems Inc.

Publication Date: 1995

Age Range: 20–80

Memory Composites

None

Working Memory Subtests

Digit Span

Supraspan Digit

Learning Efficiency Test–Second Edition

Author: Raymond E. Webster

Publisher: Academic Therapy Publications

Publication Date: 1992

Age Range: 5–75

Memory Composites

Visual Ordered Recall

Visual Unordered Recall

Auditory Ordered Recall

Auditory Unordered Recall

Total Visual Memory

Table 8.10 (Continued )

Other Scales that Measure Working Memory
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Total Auditory Memory

Global Memory

Working Memory Subtests

Visual Ordered Immediate Recall

Visual Ordered Short-Term Recall

Visual Unordered Immediate Recall

Visual Unordered Short-Term Recall

Auditory Ordered Immediate Recall

Auditory Ordered Short-Term Recall

Auditory Unordered Immediate Recall

Auditory Unordered Short-Term Recall

Memory Assessment Scales

Author: J. Michael Williams

Publisher: Psychological Assessment Resources, Inc.

Publication Date: 1991

Age Range: 18 and over

Memory Composites

Global Memory

Short-Term Memory Summary

Verbal Memory Summary

Visual Memory Summary

Working Memory Subtests

List Learning

Verbal Span

Visual Span

Prose Memory

The Word Memory Test

Author: Pat Green, Kevin Astner, and Lyle M. Allen

Publisher: CogniSyst, Inc.

Publication Date: 2000

Age Range: 18+

Memory Composites

None

Working Memory Subtests

Immediate Recognition

Free Recall

Table 8.10 (Continued )

Other Scales that Measure Working Memory
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Working Memory Interventions

O
ne unique characteristic of successful attempts to improve working memory
performance is that we may never be able to determine the actual basis of the
change. As implied by the controversies over capacity discussed in Chapter 2,

improved performance may result from expanded capacity, increased efficiency,
or growth in collateral processes. Because most psychologists believe that
capacity is primarily innate, there is a great deal of skepticism about anyone’s ability
to actually increase working memory capacity. As such, direct remediation of
impaired working memory functioning is usually considered unrealistic (Glisky &
Glisky, 2002). Therefore, the consensus seems to be that improved working memory
performance should mainly be attributed to more effective use of existing and gener-
ally immutable working memory capacity. This consensus is consistent with the re-
search literature on interventions for processing and memory impairments—nearly
all of the efficacious interventions consist of teaching individuals cognitive strategies
and mnemonics designed to improve performance, mostly through more effective
utilization of resources. A strategy is how an individual approaches a task; it includes
such dimensions as planning, executing, and evaluating one’s performance. Ironi-
cally, taking a behavioral perspective on this cognitive psychology dilemma seems
appropriate. That is, let’s not worry too much about why working memory perfor-
mance improves. It is more important that we know what works.

We do know what works and we have for some time. Extensive laboratory and
applied research (e.g., Ericsson & Kintsch, 1995) has documented many interven-
tions that significantly increase the amount of information that can be stored and
retrieved, both in the short and long term. Interventions for cognitive and working
memory processing deficiencies have mostly been researched and developed within
the fields of neuropsychology, cognitive psychology, educational psychology, and
special education (for a review, see Dehn, 2007). After introducing the constructs of
information processing and working memory, cognitive psychologists (e.g.,
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Anderson, 1976; Gagne, 1974) were instrumental in promoting early research on
compensatory strategies for working memory limitations. Educational psychologists
and special educators followed with investigations into how strategic processing and
effective teaching practices might enhance encoding and retrieval of information (e.g.,
Rosenshine & Stevens, 1986; Swanson & Hoskyn, 1998). More recently, neuro-
scientists have been using neuroimaging technology to reveal the various brain pro-
cesses involved in learning (Berninger & Richards, 2002), and neuropsychologists have
been developing new treatments for working memory deficits associated with ADHD
(Klingberg et al., 2002) and acquired brain injury (Eslinger, 2002). Descriptions of
various interventions, including details on training procedures and general training
recommendations, are the subject of this chapter. The methods in this chapter are
evidence-based procedures supported by extensive experimental and applied research.

Working memory interventions are appropriate for those with either normative or
intraindividual weaknesses, but imperative for those with deficits. Whereas most
learners spontaneously develop and utilize memory strategies, even generating their
own when the need arises, students with learning disabilities are less adept at generat-
ing and utilizing effective memory strategies. Although they would benefit most indi-
viduals, the interventions discussed in this chapter are primarily intended for young
children, students with learning disabilities, students with cognitive disabilities, stu-
dents with acquired working memory loss, and individuals with poor working mem-
ory performance or poor academic performance. For those with a severe normative
weakness but no intraindividual weakness, working memory interventions are still ap-
propriate, but low functioning in related cognitive processes may limit improvement.

In the educational environment, acceptable interventions need to include the goal
of optimizing academic learning outcomes, not just developing specific cognitive
abilities, such as working memory. Fortunately, working memory is known to under-
lie nearly every aspect of academic learning. Thus, working memory interventions are
very appropriate in an educational environment. Furthermore, most of the interven-
tions discussed herein can be conducted by teachers and other school staff, with only
minimal training or self-study. Keeping the strategies simple is not just for the benefit
of teachers. Higher level, more involved strategies demand greater working memory
resources to implement. For individuals with impaired working memory capacity,
trying to use complex strategies can be self-defeating. Consequently, teachers and
others who teach cognitive strategies need to appraise a student’s working memory
capacity prior to intervention and select strategies unlikely to further overload the
student’s working memory. Assessment should continue during intervention (see
Chapter 6 for informal assessment recommendations) to evaluate the efficacy of the
treatment. Educators should also base their final determination of effectiveness on
measurement of related cognitive processes and academic skills, especially since aca-
demic improvement is a primary objective. For instance, some studies have found no
postintervention improvement in working memory processes but have found im-
provement in related areas of achievement (Leasak, Hunt, & Randhawa, 1982).

Working Memory Interventions 259



Finally, readers may be surprised by some of the interventions recommended in
this chapter, especially those not traditionally considered to be short-term memory
or working memory interventions. Keep in mind the multiple reciprocal relation-
ships working memory has with other memory systems, cognitive processes, and aca-
demic skills. Given these close and mutually interdependent relationships,
interventions that enhance functioning in related cognitive processes and academic
skills can produce subsequent improvement in working memory. Furthermore, there
is interdependency among the subcomponents of short-term, long-term, and work-
ing memory. Thus, it should be assumed that an intervention directed toward one
memory component will have crossover benefits for closely associated components,
and that interventions that address one memory system may impact others. In partic-
ular, any and all interventions for long-term memory are recommended when the
goal is to improve working memory performance. Even if the outcomes of long-term
memory interventions are limited to long-term memory functioning, such improve-
ment will either reduce demands on working memory or allow individuals to circum-
vent the capacity limitations of short-term and working memory (Ericsson &
Kintsch, 1995). Therefore, strategies and mnemonics originally developed for long-
term memory are very appropriate interventions for working memory.

To illustrate the potential effects of related interventions on working memory, con-
sider the case of Joey, introduced in Chapter 5. Recall that Joey had reading and writ-
ten language disabilities and that he had deficits in short-term and working memory,
but his phonemic awareness was average. Over the course of 6 months, Joey received
after-school tutoring in reading for 1 to 2 hours a week. The reading program empha-
sized a phonetic approach to reading decoding. No direct effort was made to improve
Joey’s short-term or working memory. When retested at the end of 6 months, Joey’s
standard score in basic reading skills had gone from an 84 to a 93, about a year’s
growth, and his score in reading comprehension had improved from an 82 to a 91, also
a year’s growth. However, the most significant improvement was in his working mem-
ory, the score climbing from 87 to 100 (a 12-point or greater change in standard scores
is usually statistically significant), driven mainly by a 12-point improvement in a back-
ward digits task. Keep in mind there was no instruction or practice directed toward
working memory. A plausible explanation for the changes is that his improved reading
decoding skills freed up more working memory resources, leading to enhanced working
memory functioning during reading (as indicated by his improved reading comprehen-
sion) and possibly to improved working memory performance, in general.

General Approaches to Working Memory Interventions

Working memory, and other cognitive processing interventions, can be categorized as
remedial, compensatory, or a combination of remedial and compensatory. Remedial
interventions have the expressed goal of correcting a working memory deficit by
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directly addressing the area of weakness. Compensatory interventions emphasize us-
ing the individual’s cognitive or memory strengths and assets, in an effort to bypass
the deficit, thereby reducing its impact on learning and performance. Interestingly,
the brain’s response to innate and acquired impairments seems to be compensatory.
Neurological investigations have discovered that the brain compensates for functional
loss by using other brain regions to perform cognitive functions not normally associ-
ated with those regions (Berninger & Richards, 2002; Wilson, 1987). The fact that
associated cognitive processes are sometimes able to perform the function of a dam-
aged or poorly developed process is testimony to the plasticity of the brain (Shaywitz,
2003). It is also a compelling reason for attempting memory and cognitive processing
interventions; that is, interventions classified as remedial may prompt the brain to
compensate, thereby improving functioning. Finally, many interventions combine
the remedial and compensatory approaches, utilizing the individual’s strengths in
effort to remedy his or her specific deficits.

Past attempts to address memory and other processing deficits through a remedial
approach alone have generally been unsuccessful (Lee & Riccio, 2005). Although
some recent studies (e.g., Olesen, Westerberg, & Klingberg, 2004) have suggested
that some working memory processes can be improved through direct training (that
does not include strategy training), the extent of this research is limited. This is not
surprising, given that the capacities of various cognitive processes have traditionally
been thought to be constant. Despite the limited success of remedial interventions,
we should not assume that the brain’s capacity for working memory is immutable.
The neural systems on which working memory depends may have more plasticity
than once thought. A recent study of interventions (Olesen et al.) designed to re-
mediate executive working memory in adults with acquired brain injury has shown
promising results. Not only did working memory performance improve, but, after
training, there was increased brain activity in areas where working memory is
housed.

Perhaps one reason for the failure of remedial interventions is that they have an
exclusive emphasis on specific impairments while ignoring intact functions (Eslinger
& Oliveri, 2002). In contrast, compensatory approaches entail methods that focus on
strengths, bypassing the deficient processes (Glisky & Glisky, 2002). Compensatory
approaches typically involve strategy training, but they may also include external aids,
accommodations, or substitute methods of reaching the same goal. Compensatory
methods also include practices that modify the learning environment, such as the
effective instruction techniques that reduce demands on working memory. Given the
complexity of working memory and involvement of several cognitive processes in any
given academic learning task, compensatory interventions may succeed because they
tend to be broad-based and focus on higher level processes. For example, a perfor-
mance problem on a measure of working memory may be due to a specific impair-
ment in phonological short-term memory. A broad-based treatment approach would
include all working memory components, with an emphasis on executive working
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memory. Such an approach is more likely to promote generalization (Levine et al.,
2000) and may also indirectly improve unidentified related processing deficits.

Combined Interventions

Interventions that address working memory limitations may be both remedial and
compensatory, with the general goals of improving performance in a deficient area
while increasing the efficiency of the individual’s normal working memory processes.
Most effective interventions reported in the literature are multidimensional, and
most psychologists and educators agree that a combined approach, with the potential
of additive effects from multiple methods, has the best chance of success (Work &
Choi, 2005). For example, when there is a documented shortcoming in phonological
short-term memory, a combined approach would be to target a normal executive
working memory along with an intervention for phonological short-term memory.
The result might be an improvement in the individual’s ability to use executive work-
ing memory strengths to compensate for the deficit in phonological short-term mem-
ory. With the combined approach, the goal of focusing on a deficient process is not
so much to increase capacity, but rather to optimize its use (Lee & Riccio, 2005). In
addition, individuals are taught strategies that further enhance the functioning of a
strong working memory component. The overall goal of the combined approach is
more efficient use of existing working memory resources.

Strategy Interventions

Many of the evidence-based interventions discussed in this chapter involve the teach-
ing of strategies. In and of themselves, the strategies are neither remedial nor compen-
satory; how they are classified depends on how they are used. For example, if the
purpose of implementing a strategy is solely to improve an impaired working mem-
ory component, it is considered a remedial strategy. Whether a strategy will be used
in a remedial or compensatory manner is important for the trainer or teacher to con-
sider when selecting interventions. Nonetheless, because the intent of most strategies
is to increase efficiency, they are, by their nature, more compensatory than remedial.
Thus, the primary focus of this chapter will be on evidence-based compensatory in-
terventions, generally classified as strategies. Strategy training can be incorporated into
classroom instruction or conducted with individual students. Furthermore, the em-
phasis on strategic interventions is based on the assumption that strategies can im-
prove working memory performance, whether the origin of the poor performance is
restricted capacity or a lack of strategy knowledge and strategy use (Kar et al., 1993).

General Strategy Training Procedures

In general, strategy training should be explicit and intensive over an extended period of
time until strategy use becomes automatic. In contrast to other educational interven-
tions, successful strategy training requires more than the teaching of procedural
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knowledge. Post-intervention maintenance also depends on the trainee knowing why,
when, and how to use the strategy. Deshler and Schumaker (1993), Mastropieri and
Scruggs (1998), Pressley and Woloshyn (1995), and Pressley, Johnson, and Symons
(1987) all provide suggestions for strategy training procedures. Ultimately, the success
of memory strategy training depends on adherence to the following training procedures:

1. Conduct training during one-on-one brief, focused sessions, held at least a
couple times weekly over a period of several weeks.

2. Precede memory strategy training by informing the student of her or his mem-
ory strengths and weakness so that the student acquires metamemory and
begins to recognize the personal need for adopting strategies.

3. Teach only one memory strategy at a time, at least until the student is familiar
with the idea of strategy use.

4. Inform the student about the purpose and rationale for the strategy, including
when, where, why, and how to use the strategy. Explain the benefits and how
use will result in better memory performance. Without this knowledge, the
student will have difficulty selecting the most appropriate strategy for the task
at hand.

5. When introducing a strategy, model all steps and components of the strategy
while thinking aloud. Use different examples when modeling and demonstrate
how your thinking progresses while implementing a strategy.

6. Explain, demonstrate, and teach in detail each step in the strategy procedures,
with special attention paid to aspects of strategy use that generally are not well
understood.

7. Provide plenty of relevant practice, first with external guidance, then with the
student thinking aloud, and finally while encouraging the student to internalize
the strategy, such as having the student whisper the steps while enacting them.

8. Provide multiple practice sessions that permit the strategy to be learned, over-
learned, and automatized. During practice provide corrective feedback on
strategy usage.

9. To facilitate recall of strategy procedures, it is helpful to teach students a cuing
system, such as an acronym.

10. Give the student positive reinforcement for using the new strategy. Also, pro-
vide data on the success of the strategy so that the student understands the
personal efficacy of strategy use.

11. Encourage the student to monitor and evaluate strategy use and to attribute his
or her success to strategy use.

12. Encourage generalization by discussing applications of the strategy and practic-
ing the strategy with different materials and under different situations.
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Good Strategy Users

Following effective training procedures will not guarantee that trainees will generalize
strategies or continue to use the strategies they have learned. Training procedures can
encourage generalization and maintenance, and metacognitive training can increase
the likelihood of continued use (see the later section on metacognition), but only
some trainees will persist over the long-term. Trainees who continue to use the new
strategy are most likely those who have been called good strategy users by Pressley et al.
(1987). If this is true, an overall objective of any strategy training should be to help
the trainee develop into a better strategy user. In regards to working memory, a good
strategy user:

1. Possesses numerous strategies for accomplishing a variety of working memory
goals.

2. Is aware of her or his memory strengths and weaknesses.

3. Knows when and where memory strategies are applicable.

4. Knows how to modify techniques for specific situations and materials.

5. Can coordinate a number of goal-specific strategies.

6. Knows how to select a memory strategy that will be effective for the task at
hand.

7. Monitors strategy use and task performance to determine if the goal is being
accomplished.

8. Attributes successful performance to strategic memory processing.

9. Has developed memory strategies that are efficient, automatic, and flexible.

10. Has a repertoire of several memory strategies that can enhance working mem-
ory performance.

When Interventions Fail

There are a variety of reasons for intervention failure when training has been pro-
vided in evidence-based strategies. When troubleshooting to identify potential causes
of the failure, consider the following causes and remedies:

1. The trainer has not followed the training procedures with integrity. If inter-
ventions are to succeed, the trainer needs to adhere to general training
guidelines (see earlier section) and the specific training steps for each
strategy.

2. The trainee may be a poor strategy user. This is often the case with students
who have learning disabilities. Consider the characteristics of good strategy users
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described in the previous section and incorporate training procedures that will
help the trainee to develop into a good strategy user.

3. There is a failure to generalize and apply the strategy to different situations and
materials. Whereas most students are capable of generalizing and transferring
memory strategies they have been taught (Lange & Pierce, 1992), students with
cognitive and learning disabilities often have difficulty generalizing. Nonethe-
less, failure to generalize may not be a student problem but may be due to in-
sufficient generalization training. For example, training should include specific
generalization procedures, such as conducting the training with a variety of ma-
terials and in a variety of settings.

4. The trainee’s working memory performance becomes worse during or after
training. Learning and using a new strategy will itself put increased demands on
working memory, resulting in even less capacity leftover for storage. Complex
strategies, in particular, overload working memory further because they are es-
sentially introducing a secondary task. Consequently, it is important to provide
scaffolding during memory strategy training. For example, trainers and teachers
might aide the learner’s short-term storage by repeating the information as
many times as necessary so that the learner can focus on the new process. Also,
the trainer should provide overt guidance as the learner progresses through the
steps. Extensive practice is important; the demands on working memory will be
reduced once the strategy has become automatized. One way to prevent a de-
cline in working memory performance is to start with teaching a simple strategy
and progress to more challenging strategies while closely monitoring their
impact.

5. There is a decline in performance of nonmemory tasks that rely heavily on
working memory. The explanation is the same as in number 4. Involved strat-
egies, such as elaboration, may overtax an already limited working memory, re-
sulting in even poorer performance on a task such as reading comprehension.

6. Deficiencies in related cognitive processes may reduce the effectiveness of the
memory strategy. For instance, very slow processing speed or limited fluid rea-
soning ability may make it difficult to utilize some complex or higher level strat-
egies. In such cases, it may be necessary to address these deficiencies first or
determine approaches that will circumvent them.

7. The student is not taking the training seriously. For students to be motivated
they must become convinced of the strategy’s personal efficacy. The best ap-
proach is to demonstrate the efficacy of the strategy; show the student the data
that document his or her improvement.

8. Not every memory strategy will work with every individual. Despite the best
efforts to carefully assess memory strengths and weaknesses, other undetected
variables may be influencing working memory performance. Furthermore, not
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all students respond well to the usual training techniques, or the strategy may be
a mismatch with the unique manner in which the trainee processes information.
In such instances, try teaching another strategy or adapt the training methods to
match the trainee’s learning style.

Overall, students with low working memory spans can be expected to benefit the
most from training in working memory strategies, even though they are slower to
learn the strategies than trainees with high working memory spans (Turley-Ames &
Whitfield, 2003). This is not surprising, given that those with high spans are most
likely strategy-wise and efficiently utilizing their capacity already. Despite the finding
that learning higher level strategies, such as semantic strategies, leads to superior per-
formance over the learning of simple strategies, such as rehearsal (McNamara &
Scott, 2001), those with low spans may not benefit as much from more involved
strategies. This most likely results from the fact that learning and applying complex
strategies consumes even more of the limited working memory resources of those
with low spans. For example, learning a new imagery strategy may conjure up inter-
fering thoughts that working memory must then inhibit.

Selection of Interventions

In general, success is not guaranteed, even with well-established, evidence-based in-
terventions and faithful adherence to training procedures. Another determinant of
success is how well an intervention matches the needs of the learner, the academic
task, and the environmental demands. Interventions for working memory problems
should be closely tailored to the cognitive or neurodevelopmental profile of the stu-
dent, thereby increasing the likelihood of positive outcomes (Feifer & DeFina,
2000). Moreover, selecting an intervention that focuses on an isolated short-term or
working memory process may not be the most appropriate choice, given the interac-
tive nature of memory components during cognitive activity (Swanson, Hoskyn, &
Lee, 1999). It is also frequently the case that a student has impairments in several
cognitive processes. Thus, broad-based, higher level processing interventions have
the best chance of success.

There should be a match between a student’s needs, areas targeted for improve-
ment, and intervention method selected. Appropriate matching depends on the
teacher or trainer being knowledgeable of working memory components and their
interaction, as well as the individual student’s working memory strengths and weak-
nesses. For example, if there is a phonological short-term deficit and the goal is to
increase sequential phonological memory span, then the intervention should be
purely auditory. That is, using visual stimuli for practice may increase performance
during training but may not carry over to situations where the stimuli are auditory
only. On the other hand, cross-modal or cross-component interventions are probably
a good idea, especially when the goal is to increase overall working memory
performance.
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The Importance of Early Interventions

Education’s renewed emphasis on early interventions is consistent with the brain-
based research on early development and the ability of the brain to adapt to impair-
ments. Similar to academic interventions, some working memory and related inter-
ventions are more effective at earlier ages; for example, there are diminishing returns
on phonological processing interventions as students progress through elementary
school (National Reading Panel, 2000). Memory interventions, especially those of a
remedial nature, need to occur before the maturing of the specific brain regions
where the process of concern is located. The key to successfully educating and retrain-
ing the brain is enrichment and treatment at critical developmental stages (Feifer &
DeFina, 2000). Change is more difficult once neural structures are established and
myelination is complete. The windows of opportunity for most memory processes
are in early childhood and early elementary years; however, higher level cognitive
processes that involve executive functions continue to develop throughout adoles-
cence. Another reason for early intervention is that working memory underlies so
many types of learning. For example, phonological short-term memory development
creates a critical foundation for language learning, as well as for literacy development.

Metacognitive Training

Even when individuals with learning disabilities and working memory deficits possess
a repertoire of cognitive and memory strategies, they seldom select and apply an ef-
fective strategy when the situation warrants its use (Pressley & Woloshyn, 1995).
One reason this occurs is that these individuals are deficient in metacognition, a
prominent aspect of executive processing (Wynn-Dancy & Gillam, 1997). The con-
scious use of executive control processes is referred to as metacognition (Livingston,
2003). Metacognition consists of two aspects: self-awareness and self-control. Self-
awareness consists of knowledge of one’s skills and cognitive abilities, understanding
how one’s skills and abilities match up with task requirements, and knowing which
processes and strategies will lead to successful goal attainment. Self-control is com-
prised of the ability to consciously monitor, manage, control, and evaluate one’s cog-
nitive activities; it also includes strategy selection and usage. For example, recognizing
the need for a strategy and selecting an appropriate one are metacognitive acts. For
most individuals, metacognition develops naturally, without instruction or interven-
tion. Poorly developed metacognition is often the cause of inefficient executive func-
tioning. The level of metacognition is highly correlated with success on complex
cognitive tasks, such as reading comprehension (Gersten et al., 2001). Despite its
importance, special efforts to teach metacognition are usually unnecessary, as meta-
cognitive thinking and control are embedded in most cognitive strategies, including
working memory strategies. When they are not, teachers and trainers need only adhere
to the general procedures for strategy training (see previous section) to incorporate
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metacognitive training. Nevertheless, there are times when the awareness component of
metacognition and metamemory (see following section) needs to be addressed prior to
the strategy training. In conclusion, the effective use of working memory resources and
strategies significantly depends on metacognition and metamemory.

Interventions designed to improve metacognitive functioning go back more than
30 years (e.g., Meichenbaum & Goodman, 1971). Metacognitive strategy training
typically involves the teaching of strategies relating to a specific cognitive, behavioral,
or academic task (Graham & Harris, 1989; Loarer, 2003); for example, poor readers
are often taught metacognitive strategies concerning reading comprehension. Key as-
pects of metacognitive interventions include teaching the individual: to become
aware of his or her processing deficits and strengths; to select an appropriate strategy
for the task at hand; to self-monitor progress toward an objective; to revise or change
strategies when necessary; and to self-evaluate. Isolated metacognitive strategies, such as
self-monitoring, can also be taught and typically result in significantly improved meta-
cognitive functioning and cognitive strategy use and performance (Moreno & Saldana,
2005; Swanson, 2001; Wynn-Dancy & Gillam, 1997). Training in self-instruction,
which has consistently been supported in the literature (Cicerone, 2002), is another
form of metacognitive training. To develop internalization of self-regulatory behavior,
three stages of self-instruction training are involved: the student first learns to verbalize
or think aloud; the student then whispers to herself or himself while engaging in self-
regulatory behavior; and finally the student talks silently to himself or herself before and
during actual task performance. Self-instruction training is often paired with learning a
problem-solving algorithm, such as goal-management training (Levine et al., 2000).

Metacognitive or executive strategy training is often selected even when there is no
evidence of a metacognitive or executive processing deficit. This is because higher level
strategic thinking permits more effective use of underutilized or impaired processes. Edu-
cators might also select executive strategy training when students fail to spontaneously use
or maintain strategies they have learned (Lawson & Rice, 1989). When executive or meta-
cognitive processing is itself the underdeveloped process, then the intervention should
include self-instruction training because self-regulation depends on internal self-talk.

Metamemory Training

Essentially, metamemory is metacognition as it applies to memory. Adequate meta-
memory is an essential prerequisite for memory strategy training because successful
self-directed strategy use depends on self-awareness. Since the regulation of memory
functioning is already relegated to general metacognition, the construct of metamem-
ory is restricted to: self-awareness of memory strengths and weaknesses; an under-
standing of how memory functions; and memory strategy knowledge, including the
self-efficacy of various mnemonics (Bunnell, Baken, & Richards-Ward, 1999).
Young children and those with learning disabilities have limited metamemory.
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Poorly developed metamemory is one reason individuals may not allocate sufficient
resources or select an adequate strategy, given a demanding memory task. An indica-
tion of poorly developed metamemory is when individuals underestimate or overesti-
mate their memory performance before, during, and after a memory task. Another
way to assess metamemory is through an interview or self-report, including asking
the individual to self-appraise memory strengths and weaknesses. Given its impor-
tance, metamemory instruction should precede strategy training or be embedded in
strategy training. The crucial elements of metamemory training are:

1. Using age-appropriate language and concepts, teach the learner about how
memory works. Include descriptions of short-term, long-term, and working
memory, with an emphasis on how everyone experiences an overloaded working
memory and how this leads to forgetting. Also discuss how learning depends on
efficient use of our memory systems. Finally, explain to the child that we have
control over our memory systems; for example, consciously organizing informa-
tion helps us remember it better.

2. Educate the learner about his or her memory strengths and weaknesses. Begin
by explaining memory assessment results in language the child can comprehend.
Once the learner understands his or her memory functioning and how it relates
to the task at hand, he or she will be able to accurately appraise the situation and
select appropriate strategies.

3. Discuss the rationale for making an effort to use memory strategies. Explain
that learning the procedures in a strategy is not enough; we also need to learn
the when, where, why, and how of strategy use.

4. Conduct some simple memory exercises and ask the learner how he or she tried
to remember the information. Provide feedback on the effectiveness of the strat-
egy that was used and talk with the learner about how to self-evaluate effective-
ness. In discussing effectiveness, attribute success to skill and effort (not luck or
ability) and to the faithful implementation of the strategy.

5. Once the learner has acquired rudimentary metamemory, including awareness
of which strategies work for him or her, encourage the learner to self-advocate
for accommodations and methods that minimize load on working memory.
Self-advocacy may strengthen metamemory and reinforce the use of strategies.

Working Memory Interventions

The majority of the memory interventions reviewed in this chapter are appropriate
educational interventions that do not require special training to implement. Educa-
tional staff, including special education teachers, school psychologists, other
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educational consultants, and pupil services providers are capable of training students
in most of these procedures. In addition to independent study of the training meth-
ods involved, the trainers need to have basic background knowledge of working
memory and related processes, such as is provided in this text. Faithful adherence to
the procedural details recommended in the research literature is the other prerequi-
site. Practitioners also need to keep in mind that the interventions reviewed in this
chapter are primarily intended for those students who have learning challenges or
who are already identified as having a learning disability or a working memory
impairment. However, even successful students may benefit from exposure to these
interventions. Most of the interventions can be adapted for individual, group, or
classroom use.

Traditionally, working memory interventions have had the express purpose of
increasing capacity for short-term retention of information. Nevertheless, there has
always been the implicit goal of increasing the amount of information encoded into
long-term memory, based on the presumption that a longer interval in short-term
storage increases the likelihood of long-term storage. Given this implicit goal and
the fact that a primary function of working memory is to facilitate learning, the
success of working memory interventions should ultimately be judged as much by
long-term retention, as by short-term retention. Consequently, the working mem-
ory interventions described in this chapter consist of strategies designed to improve
short-term memory, working memory, and long-term memory. Strategies that have
customarily been categorized as long-term memory (see later section on long-term
memory interventions) methods are included because they improve the perfor-
mance of working memory. Furthermore, interventions designed for related
cognitive processes and skills, such as phonological processing and reading compre-
hension, are included because they also influence working memory performance.
Therefore, this text broadens the scope of working memory interventions and em-
phasizes increased learning, not just short-term retention, as an indicator of work-
ing memory improvement.

Interventions for short-term and working memory typically involve the teaching of a
strategy or mnemonic. Most individuals acquire several short-term memory and work-
ing memory strategies over the course of development, but some do not or they do not
use strategies consistently. The benefits of strategy use are evident; strategic individuals
recall more information than individuals who are nonstrategic (McNamara & Scott,
2001). Many investigations have confirmed that working memory capacity, especially
working memory span, can be increased through strategy training (Comblain, 1994;
McNamara & Scott, 2001; Minear & Shah, 2006) and that the improvement often
generalizes to untrained working memory tasks and related cognitive processes, such as
reasoning (Klingberg et al., 2002). Also, Olesen et al. (2004) found that brain activity
related to working memory increases after working memory training. Strategy use is the
result of experience and practice and is usually domain specific (Ericsson & Chase,
1982). So, unless the trainee is encouraged to apply the strategy to different situations,
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generalization of strategy use seldom occurs. Continued strategy use may also depend
on the individual’s awareness of its benefits. Working memory strategies can be div-
ided into two basic types: rote and relational. Rote strategies involve reproducing
information in the same form in which it was encountered. Relational strategies
transform information through recoding, organizing, or reconstructing (Levin &
Levin, 1990).

Rote Strategies

Rote strategies consist mainly of basic rehearsal strategies, such as simple repetition,
that serve the primary purpose of maintaining items in phonological short-term
memory. Rote strategies have the advantage of being simple to learn and apply be-
cause they do not involve any higher level processing that attaches meaning to the
stimuli. They also place minimal demands on working memory resources, especially
after they become routine and automatized. Several studies (see later section on re-
hearsal strategies) have reported significant improvement in short-term memory and
working memory performance after subjects learn to use rote strategies. However, the
teaching and use of rote strategies has been heavily criticized because rote strategies
are usually less efficient and effective than higher level strategies that are meaning
based.

At first glance, rote repetition may seem efficient and effective. A process that re-
quires minimal attention and no comprehension is efficient in the sense that it re-
quires little involvement by working memory. And rote repetition can be deemed
effective because it certainly preserves information for the short term. Nevertheless, if
long-term retention is the goal, rote memory strategies fall short. The amount of
learning resulting from merely repeating an item is typically small and dependent on
the type of material. The assumption that simply holding verbal information in
short-term memory for a longer period of time leads to more learning and retention
appears to be fallacious (Baddeley, 1990; Shiffrin, 1999). It seems that rote rehearsal
of information does not necessarily enhance transfer to long-term storage (Estes,
1999). When it comes to learning, simple rehearsal-based strategies are sometimes
inferior to no strategy at all (Scruggs & Mastropieri, 1990).

The actual amount and durability of information transferred to long-term mem-
ory is thought to depend on whether the information is just being passively rehearsed
or is being more actively and consciously manipulated. There is little evidence to
suggest that simply holding information in short-term passive storage facilitates
learning. Rather, the degree of learning depends on the manner in which the infor-
mation is processed in working memory (Baddeley, 2006). Similar to the levels-of-
processing model advocated by Craig and Lockhart (1972), deeper processing of the
information seems to lead to better long-term retention than superficial processing,
such as rote repetition. In essence, rote strategies are inferior to relational strategies
that attach meaning to the information to be learned. Another drawback to rote strat-
egies is that they do little to increase the overall processing efficiency and capacity of
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working memory (Parente & Herrmann, 1996). Despite the disadvantages, for some
individuals, especially those with low cognitive abilities and constricted working
memory capacity, training in rote strategies may be very beneficial and necessary be-
fore higher level strategies can be taught.

Relational Strategies

In contrast to rote strategies, extended higher level working memory processing does
increase the probability of long-term storage. Higher level processes, classified as rela-
tional strategies, make the information more meaningful, thereby increasing the
probability of retaining information over the long term. When related schemas are
available, relational processing can occur automatically; when a developed schema is
absent, effortful relational strategies can create relationships where none existed pre-
viously. Nearly all mnemonics, especially those involving imagery, can be considered
relational strategies. The learning principle underlying the effectiveness of relational
strategies is that meaningfulness strongly influences learning; attaching meaning to
information makes it more memorable.

Phonological Short-Term Memory Interventions

Most phonological short-term memory interventions involve rehearsal training. The
interventions are mainly intended for children who demonstrate an actual deficit in
the phonological store (e.g., substandard scores on a digits forward or memory for
words task). Rehearsal training may also be provided to children who are not using a
rehearsal strategy, are using one infrequently, or would benefit from a more sophisti-
cated rehearsal strategy. Children with phonological processing delays should also be
considered for rehearsal training. Developmentally, children begin to employ rehear-
sal strategies as early as 5 years of age. Thus, with school-aged children, it is never too
early to start; for instance, there is empirical evidence that even 5-year-old children
can be trained to use verbal rehearsal and that this improves their recall (Henry &
Millar, 1993). To determine if a child is using rehearsal, observe for indicators, such
as moving lips, or ask the individual what she or he is doing to remember the
information.

Rehearsal Strategies

Rehearsal, simply saying the material over and over to oneself, is the first and most
basic memory strategy acquired, and it usually develops without any explicit instruc-
tion or training. The development of subvocal rehearsal strategies is thought to be at
least partially responsible for increased verbal working memory span as children de-
velop (Minear & Shah, 2006). Although children may begin using a simple rehearsal
strategy as early as 5 or 6 years of age, rehearsal is not a widespread strategy until the
age of 10 (Gill et al., 2003). Rehearsal, a serial repetitive process, allows information
to be maintained in working memory for a longer period of time (Gathercole, 1999),
thus enhancing short-term recall and facilitating long-term storage encoding. In older
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children and adults, rehearsal can be carried out semiautomatically without a very
concentrated use of attention or working memory resources (Cowan, 2005). Chil-
dren with disabilities often fail to develop or use verbal rehearsal strategies.

Numerous studies have found explicit rehearsal training to significantly improve
short-term memory span, as well as the working memory performance of children,
with and without disabilities (Comblain, 1994; Conners et al., 2001; Klingberg
et al., 2002; Olesen et al., 2003). Also, Minear and Shah (2006) cite several studies
in which explicit rehearsal training resulted in significantly improved working mem-
ory performance. Teaching rehearsal strategies may be particularly beneficial for stu-
dents with learning or intellectual disabilities. Hulme and Mackenzie (1992) reviewed
research that improved short-term recall in subjects with moderate learning difficul-
ties to the same level as that of age-matched normal control subjects. Other inquiries
have reported that rehearsal training can improve working memory in individuals
with Down’s syndrome. In one rehearsal training study (Conners et al., 2001), the
digit span of subjects with Down’s syndrome improved by a whole digit (from 1.8 to
2.8). In another study of children to adults with Down’s syndrome (Comblain,
1994), verbal memory span was increased from two to three words after 8 weeks of
training. None of the subjects showed signs of rehearsal prior to training but all of
them were using the rehearsal strategy by the time training ended. As expected, strat-
egy use declined after training. Nevertheless, subjects still had a half-word gain when
retested 6 months later, even though they no longer displayed signs of rehearsal.

Even normally developing students may benefit from rehearsal training. For in-
stance, Ornstein, Naus, and Stone (1977) found that second-graders, who were al-
ready rehearsing one or two items together, were able to learn to rehearse more items
together and, when they did, their recall became similar to that of sixth graders.
Adults with low working memory spans have also shown improvement after training
in simple rote rehearsal strategies (McNamara & Scott, 2001; Turley-Ames &
Whitfield, 2003). Many other investigations (reviewed in Ornstein et al., 1977) have
demonstrated that children and adults can improve short-term verbal memory span
by learning more active and effective rehearsal strategies. Moreover, there is evidence
of improvement in nontrained memory activities (Olesen et al., 2003) and evidence
for the maintenance and durability of rehearsal training, especially when extensive
practice and overlearning are provided during the initial training phase (Broadley,
MacDonald, & Buckley, 1994). At least in regards to short-term retention, rehearsal
strategies have often been shown to be more effective than more elaborate memory
strategies (Turley-Ames & Whitfield). Perhaps this is because their simplicity is less
demanding of already limited working memory resources or because more compli-
cated strategies introduce interference.

Despite their effectiveness, rehearsal strategies are not a panacea for working mem-
ory limitations. For instance, rehearsal training of students with learning disabilities
does not always eliminate their intraindividual working memory weaknesses. It also
appears that the benefits of training are highly task specific; generalization seldom
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occurs. Furthermore, although there are strong indications that subvocal rehearsal
extends phonological short-term memory span, it appears to have less impact on
maintaining or increasing complex verbal working memory span or long-term learn-
ing (Engle et al., 1992). Perhaps this is because subvocal rehearsal consists of phoneti-
cally based encoding whereas higher level processing and encoding of information is
semantically oriented.

Rehearsal Training Procedures

The task involves training children to name the first item after it is presented, then
the first and second items together after the second item is presented, and so on until
all items in the series have been presented and rehearsed. For example, the subject (S)
is taught to overtly repeat successively longer sequences as each word is spoken by the
instructor (I) (e.g., I-foot, S-foot; I-bird, S-foot, bird; I-house, S-foot, bird, house;
and so on). In the overt cumulative approach, participants receive one new list item
at a time and each time they hear a new item they repeat the entire list from the
beginning. An alternative is to repeat the list as many times as possible while waiting
for another item to be added. With this option, the trainer instructs the learner to say
the to-be-remembered words aloud as many times as possible between presentation
of items and to keep adding new items to the list as they are presented (Turley-Ames
& Whitfield, 2003). At first, students should be directed to say the stimuli aloud to
make sure they are rehearsing correctly, but as the intervention progresses they should
whisper the words and eventually subvocalize.

For children with normal cognitive ability, lists constructed of randomly chosen
similar and dissimilar words should be used. Continue practicing until the trainee is
visibly failing to concentrate or fails six times at a given span length. For those with a
very low memory span, start with words from the same semantic category, and stop
adding words to the list when the first failure occurs. As training progresses, the diffi-
culty level can be adjusted by increasing the number of words. Verbal rehearsal may
also be supplemented by providing pictures of the words as they are presented. If
digits or letters are used for rehearsal practice, construction of training materials is
relatively easy. Students may benefit from rehearsal training sessions of only 10 min-
utes per day over a period of 10 days, but daily training over a period of several weeks
may produce better long-term change.

Other Interventions

Besides training children in rote repetition, a few other interventions have been pro-
posed for preschool-aged children with poor phonological short-term memory. For
instance, Mann (1984) suggested naming letters and objects, repeating spoken sen-
tences, and listening to stories and nursery rhymes. Nursery rhymes are thought to
be particularly beneficial because they highlight the phonological structure of lan-
guage. Rhyming games may also enhance phonemic awareness and the ability to store
phonological information. In one rhyming game (Montgomery, 1996), the adult
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tells the child that she or he is thinking of a word that begins with a particular sound.
After each incorrect guess the adult provides the next sound in the word.

Verbal Working Memory Interventions

Elaborative Rehearsal

Some variations of rehearsal go beyond rote repetition by associating meaning with
the stimuli. These types of rehearsal, which have been shown to be very effective, are
designed to directly improve verbal working memory, not phonological short-term
memory. One of these, elaborative rehearsal (Banikowski & Mehring, 1999), in-
volves associating the new information with related prior knowledge. The association
helps keep the information active in working memory without repetition and also
facilitates moving the information into long-term memory (for details on elaboration
training see the long-term memory interventions section later in this chapter). The
more an individual chooses to code and retrieve items according to their common
category membership, the greater her or his recall. Children as young as 4 to 5 years
of age show evidence of using conceptual knowledge to identify and retrieve items
from memory (Davies, 1980).

Semantic Rehearsal

Semantic rehearsal is another option, similar to elaborative rehearsal. In this condi-
tion, students are directed to create a brief sentence using the to-be-remembered
word (Turley-Ames & Whitfield, 2003). After they create the sentence, have them
say it aloud and then keep repeating it until the next item is presented. A potentially
more powerful technique is to present all of the words at once. Then have the learner
create a story with all of the stimulus words embedded sequentially. This approach
should be more effective than trying to remember a sequence of unrelated sentences.

Chunking

Chunking refers to the pairing, clustering, grouping, or association of different items
into units that are processed and remembered as a whole, thereby facilitating short-
term retention and encoding into long-term storage. For example, instead of sepa-
rately remembering the digits 8 and 6 it is easier to recall them grouped as the multi-
digit number 86. Like subvocal rehearsal, most children acquire basic chunking
strategies without any specific training. Automated skills, such as reading decoding,
depend heavily on chunking (e.g., the three phonemes in cat become one unit instead
of three). There are simple surface chunks, such as temporarily linking together two
or three digits that follow each other, and then there are more elaborate chunks that
correspond to representations stored in long-term memory. The development of
chunking may be a prerequisite for the formation of complex representations and
schemas. During working memory processing, preexisting chunks, which usually
consist of associations (Cowan, 2005), are retrieved from long-term storage. Once in
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working memory, chunks may be rapidly amended or enlarged as new information is
considered. In addition to leading to more efficient encoding and retrieval, the devel-
opment of chunking is crucial for efficient working memory functioning in general.
Capacity expands as working memory operates on chunks, instead of discrete, indivi-
sible units.

To explicitly train students to use a basic chunking strategy, follow these steps
(recommended by Parente & Herrmann, 1996):

1. Using digits or words, require the student to group single items into a larger
unit.

2. Require the student to group a longer list of items into multiple units.

3. Continue training with commonly used words or numbers, such as phone num-
bers, for practice.

4. Continue practicing until the chunking is performed consistently and
automatically.

5. Convince the student that the strategy is effective by reporting baseline and
postintervention data. Higher level clustering of information can be encouraged
by having learners group words by semantic categories.

Paraphrasing

Paraphrasing is a strategy that builds off of both rehearsal and chunking. Having
students restate information in their own words requires that they reorganize and
condense a large amount of linguistic information into smaller, well-integrated, and
more personally meaningful units (Donahue & Pidek, 1993). To train students, be-
gin with short, single sentences, and emphasize that students should use their own
words, not simply repeat what they hear. The paraphrased statement should convey
the same meaning as the original sentence. Once students can successfully paraphrase
a sentence, increase the length of the information by one sentence at a time. Para-
phrasing that preserves the meaning of the message should be allowed during the
practice of rehearsal strategies, whenever verbatim recall is unnecessary. For students
who have difficulty remembering directions, have students repeat paraphrased in-
structions until they have completed the task (Gill et al., 2003). Paraphrasing may
improve comprehension and retention through more effective utilization of verbal
working memory resources.

Visuospatial Working Memory Interventions

For individuals with severe limitations in verbal working memory, such as those
with language and literacy disabilities, training them to more effectively utilize their
typically normal visuospatial working memory may prove extremely beneficial
(Gathercole & Baddeley, 1993). Visuospatial interventions primarily consist of
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time-tested visual mnemonics, several of which are described in the visual mne-
monics section found later in this chapter. Visual mnemonics training has been
found to be highly effective in normal and disabled populations. Younger children
may actually be more amenable to training in advanced visual strategies, as they
more fully utilize visual storage than older children and adults (Hitch, 1990).

For normal individuals, the natural developmental progression in childhood is to
increasingly rely on verbal rehearsal strategies for visually presented information.
Young children who have not yet adopted recoding of visuospatial material into a
verbal code can be trained to do so (Gathercole & Baddeley, 1993). In this type of
training, children should be directed to verbalize what they see. For example, if a
picture of ball, bat, and glove is presented, the child should say ‘‘ball, bat, and glove’’
and keep repeating this until the task is complete. This type of training might partic-
ularly benefit those with low visuospatial and executive working memory.

However, for individuals with severe verbal working memory deficits, transform-
ing visuospatial input into verbal storage may not be a viable option; in such instan-
ces, visual mnemonics is recommended. Essentially, visual mnemonics recode verbal
information into visuospatial information. For example, students can be trained to
mentally create a visual image of a to-be-remembered word or words. When conduct-
ing this training, allow students ample time to create an image and then ask them to
describe it. After they have described the image in detail, tell them to keep thinking
of it for as long as they can. For children who have difficulty generating helpful im-
ages, suggest images. For those who have difficulty recalling the images later, have
them draw a picture of each image they create.

Executive Working Memory Interventions

There is very little research on training designed specifically for executive working
memory, although many of the interventions for other working memory components
may also benefit the executive component. Moreover, training designed to improve
attentional processes and general executive processing (Dawson & Guare, 2004) may
produce transfer effects. For example, training designed to maintain the focus of at-
tention and inhibit irrelevant information should have a positive impact on executive
working memory performance. Above all, executive working memory should profit
most from training programs designed to improve self-regulation and general strate-
gic processing, such as those described in the metacognitive section at the beginning
of this chapter.

An example of a comprehensive intervention designed to specifically improve exec-
utive working memory was reported by Cicerone (2000). Using subjects who had
suffered mild traumatic brain injuries at least 3 months prior to the intervention, the
goal was to teach compensatory strategies that would allow more efficient use of
remaining working memory capacity. The treatment went beyond rote practice with
strategies by emphasizing the conscious and deliberate use of strategies to effectively
allocate attentional resources. Using a deck of cards and variations of the n-back
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procedure (see Chapter 5), subjects were directed to continuously remember previ-
ously exposed numbers while conducting a secondary processing task, such as ran-
dom generation. Other real-world intrusive tasks, individually tailored for each
subject, were also introduced, forcing the participants to effectively allocate their re-
duced resources if they were to cope with the situation. Verbal mediation, rehearsal,
and self-pacing strategies were introduced. After 30 to 40 minutes of training each
week, 20 to 30 minutes were devoted to feedback and discussion of the participant’s
performance, including dealing with their frustration and how to improve their strat-
egies. There was also emphasis on the subjects’ self-appraisal and application of the
strategies to their everyday challenges. Significant clinical improvement in executive
working memory resulted—specifically the ability to maintain information during
concurrent processing tasks. Participants also demonstrated improved ability to effec-
tively allocate their attentional resources.

Dual Encoding

Any strategies that involve visuospatial and verbal processing in conjunction involve
executive working memory, as coordination among different components is one of its
primary roles. Strategies that involve concurrent visual and verbal encoding, referred
to as dual encoding, are thought to be more powerful than isolated verbal or visual
encoding. Some dual encoding occurs naturally, such as when we are reading. How-
ever, individuals usually must consciously elect to engage in dual encoding. The long-
term memory benefits of dual encoding have been known ever since Pavio and Csapo
(1969) demonstrated that concepts presented once in verbal form and once in visual
form were remembered better than concepts presented twice in one mode or the
other. The logic behind dual encoding is that retention and recall are more likely
when the learner creates multiple retrieval routes to the same information. In learning
environments, dual encoding should be encouraged whenever possible. If the ma-
terial presented is verbal, visual imagery should be added, and when the material is
visual, a verbal mnemonic should be employed (Cook, 1989).

Combining verbal rehearsal and visualization is one example of dual encoding.
Once a learner spontaneously uses a verbal rehearsal strategy, they can be taught to
visualize instructions as an additional way of keeping the information active. To train
children to visualize the application of verbal instructions, begin by presenting them
with multistep instructions (Gill et al., 2003). With young children, have the objects
necessary for the task within view and then ask them to look at the objects as they
imagine completing the tasks. As training progresses, some objects are removed so
that the student is required to visualize them. Children should be encouraged to keep
on verbally rehearsing the instructions as they imagine themselves carrying out the
instructions. This type of strategy may be particularly helpful for children with a
language impairment who typically have difficulty remembering verbal instructions.
The approach has been found to be more effective and enduring with language dis-
ordered children than using verbal rehearsal alone (Clark & Klecan-Aker, 1992). The
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concurrent use of visual imagery may tap the strength of a child with a language
disability, as suggested by the discovery in the Gill et al. study that these children
quickly learned to use and maintain the visualization strategy. Gill and colleagues
concluded that adding a visualization component to a verbal rehearsal strategy in-
creased its effectiveness and long-term application.

Organizational Strategies

One of the key principles of learning is that organized material is easier to remember,
especially when the learner recognizes the organization or reorganizes the information
in a more meaningful way (Carlson et al., 1990; Davies, 1980). When an individual
organizes information, he or she does so by associating items that at first appear to be
unrelated. Unlike methods that rely on recoding of the information, organizational
strategies usually do not require the transformation of the information, but simply
fitting the existing information into an organized structure. There are several
evidence-based organizational strategies known to enhance the encoding and retrieval
functions of working memory. The principle that binds them together is the linking
of new information to existing, related concepts. One method of organizing input is
to group items by category, usually by semantic category. Subsequent retrieval of the
new information is then facilitated by drawing on the semantic network to which the
material was related. Structuring and organizing information reduces the processing
load on working memory, thereby allowing more efficient encoding of material into
long-term storage. Organizing information prior to encoding also facilitates the asso-
ciation of the new information with related schemas already activated in long-term
memory. Essentially, organizing information involves rehearsal and the processing of
information at a deeper level. It also extends the interval that information is kept
active in working memory. All of these variables contribute to more efficient use of
working memory capacity and a consequent improvement in learning.

Not only are organizational strategies easy to teach but they can also be used to
demonstrate the efficacy of memory strategies to a skeptical student. Before teaching
an organizational strategy, collect data on the student’s performance. Collect data
again after the strategy is learned and compare it with baseline. When the student
acknowledges the improved performance, he or she is likely to accept the importance
of using strategies. Here is how to demonstrate the effectiveness of an organizational
memory strategy:

1. Present the student with a list of about 20 randomly arranged words that com-
prise four concrete categories, such as food, clothing, and so on. Direct the stu-
dent to memorize these words and allow 2 minutes to do so.

2. Remove the list and interject 10 minutes or more of interfering processing, such
as having the student complete some other academic work. Then have the stu-
dent write down as many words as he or she can recall.
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3. Together with the student, tally the number correct and compute the percent-
age. Ask the student what strategies he or she used to memorize the list. Some
students will say they noticed some categories but did not have time to organize
them.

4. Then have the student examine the list and ask if he or she notices any way the
items can be grouped. Explain that grouping the items by category will improve
learning and recall. Also, explain that this method will be even more effective if
he or she also tries to remember the number of categories, the name of each
category, and the number of items that are in each category.

5. Then introduce a list of 20 new words comprising four to five categories. This
time the words are grouped by category, with the category name at the top of
the list. Direct the student to memorize the words, by first memorizing the cat-
egory names and the number of items in each category. Allow the student
2 minutes to study the words.

6. After an interval of 10 minutes or more, test the student’s recall, compute the
percentage correct, and compare it with the percentage obtained in the first trial.
In almost all cases, the second score will be significantly higher than the first.

7. Emphasize the dramatic improvement with the student, attributing the differ-
ence to the organization of the material. Point out that, in the future, the stu-
dent will need to organize the information into categories and that this step will
further enhance memory.

Most students will now believe in the efficacy of the method and will be more will-
ing to practice and apply it. In subsequent sessions, apply the method to course con-
tent the student needs to learn. For example, facts in a history chapter can be grouped
by category (e.g., people, dates, locations) before attempting to commit them to
memory. When using this method, stress the importance of rehearsing the category
names first instead of the individual items. Subsequent recall of each category will
serve to cue the individual items, which are then easily recognized. Also, the number
of categories should be limited to three to five. Furthermore, it is vital that the stu-
dent learn to focus on the organization rather than rehearsing individual elements
(Parente & Herrmann, 1996).

Mnemonics

Mnemonics are a subtype of memory strategies that enhance the meaningfulness of
the material to be remembered, thereby facilitating learning. Mnemonics, which go
back to the days of the ancient Greeks and have been used in schools for over 250
years, are strategies for associating relatively meaningless input with more meaningful
images or words already stored in long-term memory. Mnemonics facilitate both
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encoding and retrieval by supplying structure, meaning, integration, and cues where
none naturally exist (Cook, 1989). Oddly, many mnemonic devices use memory rep-
resentations that bear little or no relation to the conceptual content of the material
being committed to memory (Bellezza, 1981). Nonetheless, mnemonics improve re-
tention and recall because they encode information in ways that make retrieval easier.
Over the past 30 years, an abundance of empirical evidence has supported the finding
that the use of mnemonic strategies improves memory and learning (Eslinger, 2002;
Levin, 1993; Mastropieri & Scruggs, 1991). In a meta-analysis of 34 studies involv-
ing the use of mnemonic strategies with students who have learning disabilities, the
overall effect size was a very strong 1.62 (Mastropieri, Sweda, & Scruggs, 2000).

Mnemonics are based on the principle that the way we encode information deter-
mines subsequent retrieval (Mastropieri & Scruggs, 1998). So, if new information is
related to something that is firmly locked in long-term memory, such as images of
everyday objects, retrieval will be easier. The methods include: recoding or transfor-
mation of the information; additions to or elaborations of the material; and a system-
atic retrieval component (Mastropieri, Scruggs, & Levin, 1985). Essentially, the
encoding operations create cognitive cuing structures, usually in the form of visual
images, sentences, or rhymes. The cuing structures, which are intended for later use
by the learner, act as mediators between the recall signal and the information to be
remembered. Successful recall depends on the quality and uniqueness of the cuing
structure. The cognitive cue is recalled first, and this in turn leads to recall of the
desired information. The characteristics that make mnemonic structures successful
include meaningfulness, organization, association, visualization, and interest. Mne-
monics also improve retention and retrieval through creating additional memory
codes, such as construction of a visual image to associate with auditory information.
Thus, mnemonics work because they connect unrelated information into a unique
representation that is more easily retrieved. Although mnemonics are generally con-
sidered as long-term memory interventions, they are appropriate interventions for
students with working memory weaknesses because mnemonics involve encoding,
and encoding is a working memory function.

Mnemonics are needed most when the learner does not possess a schema that
allows for easy assimilation of unfamiliar information. In such instances, mnemonic
devices create an artificial schema, which typically results in better learning than rote
rehearsal. Research has indicated that mnemonics function like a temporary bridge to
long-term learning. Each time the information is retrieved, new associations with
related schema are formed, eventually obviating the need for the mnemonic aide. For
example, students may initially depend on the acronym HOMES to recall the names
of the Great Lakes, but after numerous associations have been made, the use of the
mnemonic declines (Bellezza, 1981). In fact, overreliance on a mnemonic may make
it difficult to relate the new information to an appropriate schema. Thus, mnemonics
are particularly beneficial when they are used to associate meaning with information
that initially has little meaning for the learner.
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Some researchers and educators have expressed the concern that mnemonic strat-
egies add to the total amount of information to be remembered, possibly overloading
working memory and creating confusion in the minds of learners. This concern does
not seem warranted, as those with the least available working memory, such as chil-
dren with cognitive disabilities, improve the most when they are taught how to use
mnemonic strategies. However, trainers need to consider whether learning a mne-
monic device is worth the effort. It may not be worthwhile if the learner will be un-
able to apply it to different types of content. Because mnemonics typically involve
multiple steps and procedures, the consistent, correct, and effective use of a mne-
monic usually requires systematic training and practice. Connecting the new material
with an appropriate mnemonic may require considerable time and effort. Young stu-
dents and those with disabilities may find it too difficult to discover an appropriate
mnemonic image or device, requiring the teacher to create one for them. Although
teacher-created mnemonics are effective, it is generally better for the learner to gener-
ate his or her own mnemonic. Also, when using mnemonics, instructors are advised
not to teach more content at a faster pace than they otherwise would. For readers who
desire more details than those offered in this chapter, guidelines for developing mne-
monic strategies are commercially available (Mastropieri & Scruggs, 1991).

Imagery

Visual imagery, which often involves transforming verbal content into visual infor-
mation, is a visual mnemonic that can be used in a variety of ways. It is especially
beneficial with students who have language disorders or deficits in verbal working
memory. Such students tend to possess strong visuospatial working memory that can
capitalize on imagery. With normal students, visuospatial strategies may be particu-
larly valuable in mathematics (McLean & Hitch, 1999). The method creates associa-
tions between unrelated words and objects, thereby instilling meaning into these
arbitrary relationships and prompting recall of the verbal information. There are sev-
eral types of effective visual mnemonics that involve imagery. Whichever is selected,
it is important to first demonstrate the power of a visual image by having the student
try to recall a list of words through rote memorization and then directing the student
to form a visual image of each word and comparing recall with that of rote memori-
zation. When training imagery, begin with concrete images, as they are easier to recall
than abstract images. For example, begin with a list of concrete words and have the
learners close their eyes and form a mental image of what the item looks like. Images
are most effective when they are created by the student and when parts of the image
interact, the image has personal meaning, and the image is unique, funny, or bizarre
(Ritchie & Karge, 1996).

Pegwords

An example of a visual imagery mnemonic is the rhyming pegword method, whereby
the numbers from one to ten are associated with easily pictured rhyming words (e.g.,
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‘‘one-bun,’’ ‘‘two-shoe’’). The first item to be memorized is visually linked with a
bun, the second with a shoe, and so on (Wilson, 1987). The teacher or learner creates
an image that pairs each item to be learned with the predetermined images associated
with particular numbers. For example, to remember that insects have six legs, create a
picture of insects on sticks (sticks being a possible pegword for six). The pegword
method is ideal for remembering numerical information or material that needs to be
recalled sequentially.

Loci

Loci is a visual mnemonic that goes back to the days when Roman orators memo-
rized their speeches. The first step is to memorize the serial order of a large number
of rooms that are found in some public building, or perhaps one’s house, if it con-
tains enough rooms for the purpose. Content to be learned is then associated with
visual images which are then placed in rooms that are arranged sequentially. During
recall, the individual imagines himself or herself walking from one room to the next
and recalling the image that was placed in each room. Visualizing the room prompts
recall of the image associated with the room, and the image, in turn, prompts re-
trieval of the desired information. For example, a student who must memorize the
order of early U.S. presidents can use the loci technique. To construct the mne-
monic, the student should visualize a painting of Washington in the first room,
Adams in the second, and so on. When a new series of information needs to be
memorized, the same set of loci (rooms) can be used again by inserting new images.

The Keyword Method

The keyword method, a mnemonic that incorporates visual imagery, can be used
when learning a variety of material, but is especially effective when learning new vo-
cabulary words, such as when learning a second language. Of all the mnemonic strat-
egies, the keyword method is the most researched and the most effective; consistently
high effect sizes have been reported (Mastropieri & Scruggs, 1998). For instance,
Scruggs and Mastropieri (1990) reported that students with a learning disability who
learn and apply the keyword mnemonic consistently outperform untrained students
and those who receive direct instruction only.

Essentially, the keyword method is a mnemonic that combines verbal information
with visual imagery. The process of forming and retrieving a keyword mnemonic
consists of several stages:

1. During the first stage, the acoustical link stage, the learner selects or is given a
concrete word (the keyword) that sounds like the stimulus word. For example,
in learning the French word cochon (pig), the learner decides that it reminds
him or her of the English keyword cushion. With longer words, only the first
part of the stimulus word needs to be matched with a keyword; for example,
sack could be the keyword for Sacramento.
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2. In the second stage, the learner is provided with or creates an image of the key-
word interacting with the appropriate definition or response. To remember that
cochon means pig, the teacher or student creates an image pairing the keyword
cushion with the meaning of the word; for example, an image of a pig lying on a
cushion. When teachers are creating images, they should show an actual picture,
instead of just describing the image. Younger children should be encouraged to
draw a picture; with older children, it is usually sufficient to have them visualize
the image.

3. When retrieving, students are directed to think of the keyword first (e.g., co-
chon sounds like the keyword, cushion). Then try to recall images containing
the keyword. When the image is retrieved, the association in the image should
lead directly to recall of the correct response (Mather & Wendling, 2005).

The keyword method can be used to learn more than vocabulary. The keyword
technique has also been successfully used to memorize social studies facts, such as
associating the names of historical figures with their accomplishments, cities with
their products, and capitals with their states. For some material, it is necessary to
create two keywords and then bind them together in one image. For example, here
are the steps involved in creating and retrieving a mnemonic that will allow a student
to remember that Sacramento is the capital of California:

1. Create the keyword for the state; California sounds like cauliflower.

2. Create the keyword for the capital; Sacramento can be recoded as sack.

3. Create a picture of a worker putting cauliflower into a large sack.

4. When retrieving ask, ‘‘What is the keyword for the state, California?’’

5. Direct the student to remember the image with the keyword (cauliflower) in it.

6. Direct the student to focus on what is happening in the picture. This should
lead to the other keyword, sack.

7. Ask the student what sack is the keyword for, and the student should retrieve
Sacramento.

8. Practice steps 4 through 7 several times until the student proceeds through the
steps without prompting and responses are quick and firm.

Mastropieri and Scruggs (1998) emphasize how well students with cognitive dis-
abilities can remember state capitals when the keyword method is used. Different
variations of the keyword approach exist; Bulgren, Hock, Schumaker, and Deshler
(1995) expanded the keyword method into a comprehensive strategy referred to as
Paired Associates Strategy (PAS) and provided empirical evidence for its use. In addi-
tion to keyword pairing and mental imagery, the PAS method has students put the
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informational pairs on study cards, draw the visual image, and do a self-test. Also, the
keyword method can be combined with other strategies, such as the pegword ap-
proach. When combining keyword and pegword, a similar sounding word is selected
before being paired with a number-related image.

The keyword method, like most mnemonics, is most necessary and effective when
the learner does not have sufficient background knowledge or a schema to which the
new material can be linked. In such instances, the keyword strategy allows the crea-
tion of a meaningful proxy that indirectly ties the stimulus (e.g., a word) with the
response (Scruggs & Mastropieri, 1990). The more unique, ridiculous, personal, and
interactive the images, the easier they are to recall. With young children and those
who have learning difficulties or working memory deficits, the teacher should provide
the keywords and images. While young children and students with learning disabil-
ities can effectively generate their own keywords and interactive images, their retrieval
is better when they are provided with the keywords and interactive mnemonic
pictures.

Chaining

Chaining is another mnemonic that can be used when items must be remembered in
serial order. In the visual variation of chaining, the learner creates a visual image asso-
ciating the first and second word in the list, then another image to link the second
and third word, and so on. The cuing structure that results is a series of overlapping
visual images. In the verbal variation of chaining, visual imagery is unnecessary; the
cuing structure is primarily verbal. Participants are trained to remember up to 15
words from a list by incorporating each successive item into a story that the learner
creates. The emphasis is on creating simple stories with interrelated sentences, and
syntactic and semantic errors are ignored. When the story is recalled, the learner usu-
ally has no difficulty distinguishing the stimulus words form words used to create the
story (Bellezza, 1981). When using this approach, the trainer or teacher should pro-
vide each participant with feedback on how well his or her story matches word order.
McNamara and Scott (2001) investigated verbal chaining with children and found
that verbal working memory span increased significantly as a result of training.

First-Letter Mnemonics

There are several other popular mnemonic techniques, many of which are quite fa-
miliar to teachers and students. The so-called first-letter mnemonics, which include
acrostics and acronyms, make use of first-letter cuing and seem to be helpful when it
is necessary to recall already known material in the correct order (Wilson, 1987). For
instance, the well-worn acronym HOMES may help to remember the names of the
Great Lakes. When acronyms cannot be created, then it may be possible to form an
acrostic. For example, the colors of the rainbow can be remembered by the acrostic
‘‘Richard Of York Gives Battle In Vain.’’ Unfortunately, popularity does not equal
effectiveness. According to Levin (1993), first-letter mnemonics are not supported
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empirically despite their popularity. They are probably ineffective because single let-
ters make poor retrieval cues. They are also unlikely to be effective with those who
have phonological short-term or verbal working memory deficits.

Long-Term Memory Interventions

With the contemporary emphasis on the role of working memory in long-term mem-
ory functioning, interventions classified as long-term memory interventions are very
appropriate when the goal is to improve working memory. There are several justifica-
tions for employing long-term interventions when the goal is enhancement of work-
ing memory. First, primary processes, especially effortful encoding and retrieval, once
considered long-term memory functions, are now ascribed to working memory. Sec-
ond, regardless of theoretical orientation, it is difficult to draw the line between long-
term and working memory. Consequently, methods that are effective for one system
will likely benefit the other as well. Third, if learning is the overall goal of increasing
working memory efficiency, then it makes even more sense to incorporate long-term
strategies. Finally, for educators and psychologists who believe working memory pri-
marily serves short-term memory and who desire interventions specific to short-term
and working memory, consider the significant impact related systems have on work-
ing memory. In particular, poor and indistinct long-term memory representations
result in reduced working memory efficiency and capacity. Conversely, well-
established structures and firm associations in long-term memory facilitate automatic
retrieval and responding, thereby freeing up more cognitive resources for working
memory. Therefore, using long-term memory strategies to strengthen long-term
representations reduces subsequent demands on working memory, effectively increas-
ing working memory efficiency and short-term memory performance. In summary,
long-term memory interventions may produce collateral improvement in working
memory, due to the integral relationship between long-term memory and working
memory.

Most long-term memory strategies are designed to facilitate retrieval by attaching
effective cues or to provide a more efficient and more meaningful way of encoding
information, such as associating it with existing knowledge. Long-term memory in-
terventions can be classified under four general categories: rehearsal (repetition), or-
ganization, elaboration, and visualization. In long-term memory interventions,
rehearsal includes practice techniques, such as distributed practice and frequent re-
view, not just immediate repetition. Organizational strategies support and align with
the structure of semantic long-term memory, which is thought to be organized into
hierarchical schemas (Gagne et al., 1993). Elaboration is a process of enhancing
meaningfulness by relating the new information to existing schemas. And visualiza-
tion involves connecting auditory or verbal input with a visual image that will cue the
correct verbal response. The choice of memory strategy should depend on the
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learner’s profile and the learning requirements of the task; for example, if a memory
deficit is confined to the auditory or verbal domain, then visual strategies are most
likely to be effective (Glisky & Glisky, 2002). Similarly, children with a specific lan-
guage impairment are known to have difficulty encoding and retrieving auditory or
verbal information. Consequently, the use of visual imagery may tap the strength of
the child with a language impairment (Gill et al., 2003). Substantial literature
documents the efficacy and benefits of long-term memory interventions, especially
with normal populations and with individuals who have mild to moderate memory
impairments (Glisky & Glisky, 2002). Several of the methods already discussed in
this chapter, such as mnemonics, are usually considered long-term memory
interventions.

Rehearsal

Rehearsal, commonly referred to as repetition, is the first approach most individuals
will attempt when memorization is required. The main distinction between short-
term memory rehearsal strategies and long-term memory rehearsal strategies is that
short-term versions tend to be subvocal and are limited to a short list. In contrast,
long-term rehearsal strategies are intended for more content, can include alternate
modes (such as copying the items over and over), and can be conducted on an inter-
mittent basis (such as daily reviews). Studies have shown that even children in the
first grade can be taught to use sophisticated rehearsal strategies (Rafoth, Leal, &
DeFabo, 1993). Although repetition is a rote strategy that does not promote mean-
ingful processing of information, it does result in learning information required for
basic academics. However, training in long-term rehearsal strategies seldom improves
working memory functioning (Glisky & Glisky, 2002). Nevertheless, basic rehearsal
is a crucial step because without rehearsal it would not be possible to maintain infor-
mation in working memory long enough to encode it into long-term memory
(Parente & Herrmann, 1996).

Practice and Review Techniques

Distributed practice, in which several short intervals of instruction or self-study are
separated by other activities, has been found to result in greater long-term retention of
skills and knowledge than massed practice. The positive effects of distributed practice
have been demonstrated with a variety of academic subjects, settings, and tasks, as well
as with learners with various special needs (Crawford & Baine, 1992; Swanson, 2001).
Spaced retrieval, a distributed practice technique in which there are gradually
increasing intervals between rehearsal, has even been found to be effective for
severely memory-impaired individuals (Eslinger, 2002). In the classroom, distributed
practice requires a teacher to periodically review previously taught material, with a
gradual increase in the intervening intervals. Distributed practice is consistent with
the literature on effective teaching, and it is incorporated into structured method-
ologies, such as direct instruction (see later section on classroom instruction).
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Organizational Methods

Another class of long-term memory strategies involves the organization of informa-
tion into natural groupings or categories. These methods are particularly relevant
for encoding information into and retrieving information from semantic memory,
such as when studying an advanced academic subject. For instance, when learning a
list of items, it is worthwhile to group the items into categories and then later try to
recall them by category (see details on organizational techniques under the previous
section on working memory strategies). During classroom instruction, effective
teachers can facilitate long-term encoding and retrieval through organized presenta-
tions and by grouping information items categorically (see later section on classroom
instruction).

Elaboration

Elaboration occurs whenever a person thinks about a specific piece of information
and constructs a link between it and related information already stored in long-term
memory (Ritchie & Karge, 1996). Elaboration can be classified as a meaning-based
or relational memory strategy. The process of making information meaningful is ac-
complished by integrating new information with already stored information (Gagne
et al., 1993). Elaboration occurs when a learner brings associated or related knowl-
edge from long-term semantic memory into working memory and constructs a verbal
or visual memory link between that knowledge and the information to be learned
(Ritchie & Karge). If conducted correctly, elaboration actually adds to the incoming
information, and it improves retrieval through storing related facts and concepts to-
gether. The elaboration process can also facilitate retrieval directly—thinking about
what you know about a general topic often leads to recall of the specific information
needed. From a working memory perspective, elaboration is a higher level form of
encoding information into long-term memory. Thus, elaboration is not so much a
strategy for increasing working capacity as for increasing the effectiveness of its en-
coding function. Even incomplete elaboration may improve working memory effi-
ciency and learning. The initial step, thinking about related information, serves to
activate related schema, bringing them into the pool of readily accessible long-term
memory structures. Once accessible, automatic encoding processes may correctly as-
sociate related concepts without any further elaborative thinking on the part of the
learner. Cognitive psychologists (e.g., Anderson, 1983) believe that elaboration in-
creases the probability that information will be retained in long-term memory. In
addition to long-term storage and retrieval, elaboration improves comprehension
and learning (Levin & Levin, 1990).

For many successful learners, an explicit elaboration process is unnecessary. For
example, appropriate memory representations or cognitive schema are often auto-
matically activated during learning. If the new information relates to the activated
schema, it is often assimilated without conscious effort (Bellezza, 1981). For students
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with cognitive and learning disabilities, elaboration may not be an automatic process
or a strategy of which they are aware. Because children do not spontaneously elabo-
rate until about 11 years of age, elementary-aged children—especially those with
learning difficulties or working memory deficits—will benefit from training in elabo-
ration. In fact, it is this author’s experience that many successful high school and
college students are unaware of conscious elaboration strategies and how these impact
learning and memory. On the other hand, elaboration is so endemic in education
that teachers and students may not recognize it as the process underlying so many
successful teaching and learning strategies. For example, paraphrasing, summarizing,
drawing inferences, semantic mapping, and generating questions all involve elabora-
tive processes (Ritchie & Karge, 1996).

In general, effective teaching practices, such as providing advance organizers, sup-
port elaborative thinking. Without explicitly training the strategy, instructors may
further facilitate elaboration by prompting students to do it and by allowing time for
it. Prompts include directions to paraphrase, summarize, draw inferences, or generate
questions (Ritchie & Karge, 1996). Teachers may also suggest specific links between
new information and prior knowledge. A critical factor in the utilization of elabora-
tions is that they need to be as precise as possible (Pressley et al., 1987); vague or
general elaborations are less effective. When training students to use an elaboration
strategy, follow these steps:

1. Explain what elaboration is and why it helps learning and memory, as well as
when to use it.

2. Model the strategy by thinking aloud, using material the students are familiar
with.

3. Given new material, instruct students to think about what they already know
about it.

4. Direct students to think about how the new information and the prior knowl-
edge are related. Proceed with having them create and verbalize a new mean-
ingful link, such as an inference. One way to prompt a new link is to ask, ‘‘Why
does this new information make sense?’’ Encourage specific links, as opposed to
general or vague links.

5. For young children and students with learning and memory difficulties, the
teacher may remind students of related knowledge they already know. Then
allow students time to create a meaningful link. If they are unable to create
precise links, the teacher should assist with the process.

6. Provide plenty of practice completing Steps 3 and 4 until students can complete
the process without prompting. Encourage students to think aloud as they elab-
orate. If they are unable or unwilling to think aloud, have them write down
what they already know and how the new information is related.
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7. Illustrate how elaborations improve learning and retention. Direct students to
think about the general subject and identify the new information they have
learned.

8. Encourage students to use the strategy whenever they study independently or
are listening to instruction in the classroom. Encourage the students’ teachers to
allow time for elaboration during instruction.

Cues

Successful retrieval from long-term storage is achieved by using retrieval cues. Many
mnemonic strategies enhance retrieval because they are methods of attaching effective
cues to the information to be remembered. In situations where no cues were deliber-
ately attached, students should be taught to use self-cuing strategies, such as running
through the alphabet when trying to remember someone’s name. For those who
struggle with semantic learning and retrieval, recall of episodic memories may cue
retrieval of semantic information. Episodic memories include elements of the context
(temporal, spatial, sensory) that occurred during learning (Estes, 1999). Thus, partial
reinstatement of the learning context may cue recall of the appropriate representa-
tion. When students cannot recall factual details, direct them to think about when
and where they learned something about that content. For example, if a science prin-
ciple was learned during a laboratory exercise, visualizing the scene and recalling the
events may augment retrieval of the semantic information.

Phonological Processing Interventions

As discussed in Chapter 4, phonological processes underlie the functioning of phono-
logical short-term memory; in part, phonological short-term memory performance is
a manifestation of phonological processing. Speech input is processed phonologically
as it is fed directly and automatically into the phonological short-term store (Hitch,
1990). The verbal working memory system depends on the ability to gain access to
phonological structure and use it briefly to acquire access to higher level linguistic
information (Crain et al., 1990). Consequently, poor development of phonological
processing not only constrains phonological short-term memory but also adversely
impacts higher level working memory processes, such as reading and language com-
prehension. For individuals who have deficits in both phonological short-term mem-
ory and phonological processing, direct attempts to ameliorate phonological memory
span may prove futile. It makes more sense to address the likely underlying prob-
lem—the phonological processing deficit. Through phonemic awareness training,
phonological processing deficiencies can be ameliorated (Hurford et al., 1994), poten-
tially leading to improved functioning of phonological short-term memory.

Of all the evidence-based processing interventions related to academic learning,
phonemic awareness training has the most consistent track record of success.
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Phonemic awareness interventions have been shown to be highly effective with
younger children (National Reading Panel, 2000). In addition to improving phono-
logical processing, numerous studies have also unequivocally shown that explicit pho-
nological processing or phonemic awareness training has significant positive transfer
effects on reading, spelling, and other linguistic processes (Bus & Van Ijzendoorn,
1999; for a review, see Snider, 1995). Of the phonemic awareness studies reviewed
by the National Reading Panel (2000), the overall effect sizes were .86 for phonemic
awareness outcomes, .53 for reading outcomes, and .59 for spelling outcomes. As the
ability to detect and manipulate phonemes increases, children more effectively chunk
phonemes. Chunking further alleviates the load on a limited-capacity phonological
short-term memory and facilitates cuing and storage of phoneme chunks in long-
term memory (Gathercole & Baddeley, 1993).

The teaching of phonemic awareness skills is often incorporated into early reading
programs. However, for students with phonological deficiencies, more intensive
training may be needed, and it should precede the introduction of reading. Educators
can select from several commercially available phonemic awareness training programs
intended for classroom use (e.g., Adams et al., 1998), including computer software
designed for this purpose (Moore, Rosenberg, & Coleman, 2004). Or, educators
may construct their own materials. When teaching phonemic awareness skills with-
out a structured curriculum, following the developmental sequence of phonemic
awareness is important. Children become aware of larger sound units (words and
syllables) before they become aware of phonemes. That is, syllable awareness precedes
phonemic awareness. Thus, training techniques, such as blending and segmenting,
should begin with whole words, such as horseshoe, then progress to syllable manipu-
lation before working with phonemes, the smallest units. Phoneme segmentation
should be delayed until syllable segmentation is mastered. Snider (1995) recom-
mends that blending activities should precede segmenting, and that manipulation
procedures, such as deleting a specific sound, should be taught last. Finally, oral pho-
nemic awareness training should precede its application to written material, but it is
not necessary to wait until all phonemic abilities are mastered before introducing the
alphabet and embedding phonemic awareness techniques, such as blending and seg-
menting, within oral reading practice. A major difference among phonemic aware-
ness programs is whether or not they include a linkage with written letters and
words. Programs that directly connect phonological processing with reading are gen-
erally more effective (Bus & Van Ijzendoorn, 1999).

Teachers who wish to create their own phonemic awareness training materials
should include the following key activities.

1. Rhyming with familiar words increases awareness of the different sounds in
words.

2. Alliteration, generating words that begin with the same sound, is another way of
increasing awareness of sounds in words.
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3. Isolating and identifying phonemes, such as having children identify the three
phonemes in ‘‘cat,’’ are crucial first steps in phoneme manipulation.

4. Blending begins with blending syllables and then progresses to phonemes. The
teacher says words one syllable or phoneme at a time and the students put all
the word parts together into a smoothly pronounced word.

5. After blending is mastered, children are ready for segmentation. Again,
students should practice dividing words into syllables before saying them
phoneme by phoneme. Because the ability to segment words into phonemic
units is the hallmark of phonological awareness, it should be the focus of any
phonemic awareness training. Nonetheless, combined segmenting and blending
tasks are more effective than either segmenting or blending alone (Snider,
1995).

6. The most advanced stage is the manipulation of phonemes, such as replacing
phonemes to form different words or deleting phonemes at the beginning, mid-
dle, or end of a word.

Reading Comprehension Strategies

Because reading comprehension can be very demanding of working memory resour-
ces, the teaching of reading comprehension strategies is important, especially with
students who have working memory deficits. It has been hypothesized that working
memory and reading comprehension have a reciprocal relationship (Cain, 2006).
Thus, it may be possible to strengthen working memory capacity through the teach-
ing of strategies that improve reading comprehension. At the very least, teaching
readers more effective ways to process text and read strategically may circumvent
working memory impairments (Cain et al., 2004; Paris, Cross, & Lipson, 1984).
Conversely, working memory strategies can also significantly improve reading
comprehension.

There are several evidence-based reading comprehension strategies that have been
shown to increase comprehension, learning, and retention of information (e.g.,
Gersten et al., 2001; Salembier, 1999). Presumably, most of these strategies work
because they promote more effective utilization of working memory resources. The
element these strategies have in common is that they all increase active processing of
the text. Unlike mnemonics and other working memory strategies that can be used in
isolation, the simultaneous use of multiple comprehension strategies may be neces-
sary for successful reading comprehension. Therefore, several evidence-based strat-
egies, such as those discussed in the following sections, should be taught, following
the general guidelines for the teaching of strategies that are discussed at the beginning
of this chapter.
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Monitoring

The successful application of reading comprehension skills begins with the monitor-
ing of reading comprehension. Monitoring of ongoing comprehension is a critical
reading function often found to be lacking in students with reading disabilities. For
example, a reader who is not monitoring comprehension seems unaware of
deliberately introduced textual errors and nonsense (Dehn, 1997). Increasing moni-
toring requires making students aware of the state of their comprehension. Begin
training by modeling monitoring processes aloud. Then, have the student read orally
and stop the student after each sentence or paragraph to ask, ‘‘Did everything in that
sentence or paragraph make sense?’’ Then encourage the reader to constantly stop
and ask if the material is making sense. Have them do this aloud at first, and then
look for signs that it has been internalized. Continue to assist monitoring by stopping
the reader whenever you suspect a comprehension failure, such as when a critical
word is mispronounced. Another crucial step in developing monitoring skills is to
teach the student to figure out what is causing the comprehension difficulty, and then
discuss what should be done to correct the problem. For instance, if unknown vo-
cabulary is the cause, looking up the definition in a dictionary would be an appropri-
ate strategy.

Look-backs

When there has been a comprehension failure, for most readers the natural inclina-
tion is to reread the confusing portion of the text. In most instances, this will solve
the comprehension problem. For students with working memory deficits, the com-
prehension failure may have resulted from overloading of working memory, not a
text processing problem per se. In such instances, rereading the text, referred to as a
look-back, is a primary and usually effective remedy. The effectiveness of look-backs
has been documented by Burton and Daneman (2007), who found that metacogni-
tively mature low verbal span readers effectively spent time rereading unfamiliar text
information. This process reinstates the difficult but important information into
working memory, thereby increasing the odds that it will be comprehended. Interest-
ingly, less skilled readers and those with a disability will often try to compensate for
low working memory capacity by rereading text (Linderholm & Van Den Broek,
2002), without any previous strategy instruction. They also tend to favor look-backs
over higher level reading comprehension strategies, probably because the look-back
strategy does not itself add load to an already stressed working memory. Teaching
the basic look-back strategy is simple. Once monitoring is occurring, direct students
to reread any text that contains information not initially comprehended.

Verbal Rehearsal

In a study by Rose, Cundick, and Higbee (1983), children with learning disabilities
were taught verbal rehearsal strategies to more effectively utilize their working
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memory resources and facilitate reading comprehension. Some children were taught
a verbal rehearsal strategy in which they paused after reading a few sentences and
talked to themselves aloud about what they were reading. This verbal rehearsal ap-
proach appeared to be effective, as it significantly increased reading comprehension
and retention of the information.

Visualization

It has been reported that while children with a learning disability are reading they do
not generate images of the text as well as normal readers (Torgesen & Goldman,
1977). When this appears to be the case, readers should be taught to pause after read-
ing a few sentences and ‘‘make mental pictures or a movie’’ about what they have
read. Rose et al. (1983) found learning to visualize while reading significantly im-
proved comprehension and retention of the information.

Previewing

Previewing is a prereading strategy that activates attention and prior knowledge,
thereby facilitating comprehension and association of new information with re-
lated schemas. From a contemporary perspective of working memory, previewing
serves to bring related memory units into the activated pool, making them readily
accessible for processing, thereby increasing working memory efficiency. Most
texts on reading comprehension (e.g., Blachowicz & Ogle, 2001) describe the
components of previewing, which essentially involves looking at and reading
everything except the regular printed text. In other words, previewing consists of
reading titles, subtitles, captions, and chapter review questions, as well as looking
at graphics and pictures.

Concerns

Teachers and trainers should monitor the impact of new strategies on reading com-
prehension because with some learners the use of new strategies may actually add to
working memory load without enhancing comprehension. For example, most stu-
dents quickly become adept at finding and underlining main ideas. But for some
students, this procedure, even after it appears automated, does not seem to produce
any improvement in comprehension. In effect, underlining main ideas may be in-
creasing processing load as a secondary task, further reducing storage and processing
of the information itself. Also, trying to enact several comprehension strategies simul-
taneously is likely to overload a limited-capacity working memory system. For those
with deficits, the alternative may be to use the strategies sequentially or focus on only
one while reading. For readers with severe working memory limitations, external as-
sistance may be necessary, such as stopping the reader after each paragraph and ask-
ing, ‘‘What is the main idea of that paragraph?’’ The other challenge with teaching
reading comprehension strategies is that extensive guided practice may be necessary if
any generalization and maintenance is to occur (Gersten et al., 2001).
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Academic Skills and Automaticity

Because of identified reciprocal relationships between academic skills acquisition and
working memory (Brown & Hulme, 1996), academic skills interventions have at
least an indirect impact on working memory functioning. Any teaching or interven-
tions that improve student mastery of basic skills increase automaticity, and automa-
ticity reduces load on working memory, thereby allowing working memory to
operate more efficiently. Automatized processes can operate in the background with-
out drawing on working memory resources, and automaticity increases the speed of
task completion. More information can be processed and retained when it is pro-
cessed quickly. As stated previously, the development of automaticity may be the
great equalizer. With automaticity, those with working memory deficits can focus on
critical higher level information processing. The importance of automaticity has been
discussed previously in this text; see Chapters 4 and 5 for more details on the impact
of automaticity on working memory.

Working Memory Training in Children With ADHD

Working memory is a core cognitive deficit in children with ADHD. Attempts to
ameliorate working memory problems with this population are important because
improved working memory might reduce some of the symptoms of and associated
behavior problems in ADHD (Klingberg et al., 2002). Most working memory inter-
ventions for individuals with ADHD have been conducted in clinical settings but
many of the methods could be applied in a school environment. The most unique
aspect of working memory interventions for children with ADHD is that the inter-
ventions are usually computer mediated. In a study involving seven children with
ADHD, Klingberg et al. found a significant treatment effect for a reasoning task and
a nonpracticed visuospatial working memory task, as well as significant increases in
working memory capacity for trained tasks. The computerized training consisted of
tasks that are usually reserved for working memory assessment, such as the Corsi
block tapping task. While still preliminary and in need of replication, the results of
these initial investigations are promising, given the lack of success in training
attention.

Medication

In the future, it is possible that medication will be used as a treatment for working
memory deficits. Although not currently recommended as treatment for working mem-
ory impairments, some empirical investigations have discovered that medication
can improve working memory performance. A number of studies (reviewed in
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Bedard et al., 2004; Minear & Shah, 2006; Tannock, Ickowicz, & Schachar,
1995) have reported that stimulant medications, such as methylphenidate (i.e.,
Ritalin), may improve certain aspects of working memory function in normal
adults and in children with ADHD. Stimulant medication has led to improved
performance in verbal, visuospatial, and executive working memory tasks in chil-
dren with ADHD. For instance, Bedard et al. found stimulants to improve visuo-
spatial working memory storage capacity in children with ADHD. However, there
was no increase in strategy use or improvement in visuospatial planning and prob-
lem solving. Metha, Owen, Sahakian, Mavaddat, Pickard, and Robbins (2000)
also found that methylphenidate enhances visuospatial working memory, with
subjects having lower working memory demonstrating the greatest improvement.
Medication is thought to enhance working memory performance by suppressing
distracting, irrelevant information and by increasing the efficiency of working
memory. Perhaps the reason stimulant medications improve the academic per-
formance of students with ADHD is that the medications affect working memory,
not just attention per se. Moreover, drug therapies used to treat Schizophrenia
(reviewed in Minear & Shah)—especially neuroleptics, such as risperidone, that
increase dopaminergic activity—have been found to enhance working memory
performance.

Computerized Working Memory Training

The forefront of working memory training consists of software that has been
adapted from treatment programs initially developed for individuals with ADHD.
Computerized interventions for ADHD have focused on basic attentional compo-
nents, such as sustained, divided, and shifting attention. While such training has
carryover to executive working memory, software designed specifically for working
memory may be more beneficial. Studies have found computerized working mem-
ory training to increase working memory capacity and bring about changes in associ-
ated brain activity (Klingberg et al., 2002; Klingberg et al., 2005; Olesen et al.,
2004). Recently, Westerberg et al. (2007) piloted software for working memory
training with young-adult stroke victims who were past the stage of spontaneous
recovery. Using various auditory and visual formats, their computerized tasks in-
volved: simultaneous maintenance of multiple stimuli; short delays during which
stimuli must be held in working memory; and changing the sequencing of stimuli
in each trial. The training consisted of about 40 minutes a day, 5 days a week, for
5 weeks. Compared to the controls, the treated subjects improved significantly on
nontrained measures of working memory. For instance, their digit span improved
from a mean of 5.8 to 7.3, an effect size of 1.58. Furthermore, results from a self-
report measure (an effect size of .80) indicated that the improvements had general-
ized to daily life.
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Based on the research of Klingberg et al. (2005), Martinussen et al. (2005), and
Olesen et al. (2004), commercial intervention software has been developed and is
now marketed in the United States under the registered trademark RoboMemo. The
software is intended to improve the working memory span and attention span of
children who have working memory deficits, especially those who are diagnosed with
ADHD. As reported by COGMED, the U.S. distributor, preliminary research indi-
cates that approximately 80% of children who complete the training show measura-
ble improvement in attention and complex reasoning skills. Of those who benefit
from training, 79% still demonstrate benefits a year later, according to parent report.
The internet-based training program consists of a daily session of 1 hour or less, 5
days a week, for 5 weeks. Children complete the training sessions at home under the
supervision of parents. Each training session consists of several short visuospatial and
verbal activities, or some combination thereof. Most of the activities are based on
traditional psychometric or research paradigms. For example, there are digits reversed
tasks, letter span tasks, and Corsi blocks tasks. The computer program automatically
adjusts difficulty level as the child progresses. The child’s compliance and perform-
ance are monitored through the internet by a ‘‘coach’’ who has a weekly phone con-
versation with the parent and child. Given the computerized medium, the training is
more visuospatially loaded than verbally loaded, including visual items that rotate
after the sequence is provided. This emphasis seems to be a particularly good match
for children with ADHD who are typically more deficient in visuospatial working
memory than verbal working memory. The training essentially entails the practice of
memory span activities, many of which can be classified as complex-span tasks, there-
by involving executive working memory to some extent. The trainee is given correc-
tive feedback on every item, as well as access to cumulative data that illustrate
progress.

Computerized interventions have the advantage of eliminating the need for human
trainers to deliver and monitor the interventions, as well as increasing the flexibility
of training times and locations. Another advantage of computerized training is that it
can be programmed to automatically adjust the difficulty level, on a trial-by-trial ba-
sis, to closely match the working memory capacity of the participant. In contrast,
computerized interventions do not provide any strategy training or any metacognitive
information that might ensure maintenance and transfer.

Classroom Instruction that Supports Working Memory

Of all the environments humans function in, the learning environment is the
most notorious for the continual overloading of working memory. Regardless of
the learner’s working memory capacity, the structure and instructional practices in
the typical classroom overwhelm the learner’s working memory capacity many
times each day. For those with working memory deficiencies, the continual loss
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of information before it can be processed or stored permanently must be very
frustrating. The first step in encouraging teachers to adopt more practices that
support working memory is to promote more teacher awareness of the working
memory loads created by classroom activities and instruction. Awareness can be
increased by helping teachers understand how various learning activities and in-
structional practices impact working memory. Essentially, working memory over-
load is created by the absence of the practices recommended in this section; for
example, there is loss of information whenever a secondary processing task is re-
quired while trying to retain and encode information. The second step is to help
teachers realize that some very basic effective instructional strategies, many of
which they are already practice, can reduce student working memory load and
ameliorate learning problems associated with working memory impairments
(Gathercole & Alloway, 2004). Arguably, the main reason effective instructional
methods produce better academic learning outcomes is because they support lim-
ited short-term storage and limited working memory processes.

General Principles for Reducing Working Memory
Load in the Classroom

1. Working memory strategies and mnemonics that are effective with individuals
can be taught successfully in the classroom.

2. The comprehension and retention of verbal material will be enhanced if the
input is simple, structured, and redundant.

3. Learners will have difficulty remembering information while they are engaged
in another activity that is demanding their attention.

4. Students with impaired working memory can learn effectively if they have
ample exposure to material while demands on working memory are
minimal.

5. Many teaching practices recommended for children with ADHD (see Rief,
1993) are effective with students who have working memory deficits.

6. More learning occurs when students are allowed sufficient time to process new
information—in particular, when they have enough time to rehearse and apply
working memory strategies.

7. Most teaching practices identified as effective or as direct instruction support the
storage and capacity limitations of working memory.

Specific Techniques

The techniques described in the following have been supported in educational and
psychological research. For additional evidence-based suggestions, see Mastropieri
and Scruggs (1998, 2007).
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Simple Verbalizations

The style of language used in teaching determines how much demand is placed on
working memory. All verbal communication—for example, directions, instruction,
and explanations—should be linguistically simple, brief, and concise. The use of
short sentences, which omit unnecessary information, will reduce the demands on
working memory. For students with phonological short-term memory weaknesses,
simple directions and instruction are important. For example, task instructions
should be syntactically simple; sentences should be redundant; wording should be
precise; and vocabulary should be highly familiar.

Simple, Isolated Procedures

As the complexity of a task increases, so do the challenges for working memory.
Working memory is challenged by complex classroom activities, such as listening to
a speaker while taking notes. Working memory load can be diminished considerably
by providing more structure, such as a template for note taking, or by helping the
learner structure the task into simple steps. The best approach to managing complex-
ity is to avoid tasks that require secondary processing. Dual-task research confirms
that additional processing tasks slow down and impair working memory perform-
ance. For example, asking a student with low working memory capacity to listen
attentively to a lecture and take notes at the same time is likely to result in poorly
recorded notes, minimal comprehension of the orally presented material, or both.
Even the simplest interfering activities can capture attention and reduce complex cog-
nitive and academic performance (Lepine et al., 2005). Also, teachers should avoid
activities that require extensive shifting, such as from instructor’s instructions, to
blackboard, and to paper. In general, teachers should try to minimize competing in-
puts, to request only one process or operation at a time, and to help the student focus
on one step at a time.

Lots of Repetition

Because it is a well-known fact that frequent review and practice help students learn
and remember information better, the structure of many learning activities provides
many opportunities for repetition. Nonetheless, with struggling learners there can
never be too much repetition. Directions and instructions should be repeated fre-
quently, and students should be required to repeat information also. Distributed
practice, instead of massed practice, is also known to be effective.

Allow Time for Rehearsal and Processing

All research stresses the crucial role of rehearsal in short-term item retention and sub-
sequent processing and learning. If an item is lost from short-term storage, it cannot
be processed further in working memory or encoded in long-term memory. Thus,
opportunities for rehearsal, processing, and other strategies during instruction are
crucial (Banikowski & Mehring, 1999). Teachers should not only allow enough time
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for rehearsal, but also teach the strategies and encourage their use. Also, teachers
should remember that the primary goal is to encode the information into long-term
storage; they should not assume that immediate recall will result in long-term
encoding.

Promote Higher Level Processing

Although opportunities for simple strategies are helpful, they are insufficient for
higher level learning. Consequently, teachers should promote active reasoning and
thinking about the material, rather than just repetition. For example, teachers should
ask students why the new concept makes sense and teach them elaborative strategies
(see long-term memory section). Also, teachers should promote active manipulation
of the material, rather than just having students listen to a presentation.

External Memory Aides

Dawson and Guare (2004) suggest that children with working memory weaknesses
may benefit from external support systems—for example, visual cues, checklists, and
prompts that help them remember specific goals and procedures. There are numerous
external memory aides that reduce working memory load; for example, a number line
or notes on step-by-step procedures. For students with disabilities, teachers should
provide external memory supports wherever possible. Similar to strategy use, a mem-
ory aide may itself increase working memory load. Thus, it is important that students
practice using external aides under low load conditions.

Quiet Learning Environment

Background speech is known to reduce verbal working memory span by interfering
with the rehearsal function of phonological short-term memory (Gathercole &
Baddeley, 1993). Thus, a quiet learning environment is essential for those with verbal
working memory limitations. It is not sound intensity that disrupts working memory
processes, but rather phonological similarity. For example, a child trying to memorize
arithmetic facts in one corner of a classroom while the rest of the class is receiving
arithmetic instruction will likely find the class instruction disruptive, whereas instru-
mental music playing in the background will be only minimally disruptive.

Organized Presentations

There is neuroscientific evidence that presenting related information in an integrated
and organized manner can reduce the load on working memory. For example,
Prabhakaran et al. (2000) found that the volume of brain area activated by uninte-
grated information was more than twice that activated by integrated information.
Organized presentations enhance academic learning because they reduce the process-
ing load on working memory, specifically because they activate and maintain the
focus on relevant long-term representations, thereby facilitating additions and alter-
ations to those representations.
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Scaffolding

Scaffolding is another general classroom strategy that can enhance working memory
functioning. The practice of scaffolding involves providing struggling learners with
graduated learning supports until the supports are no longer needed. For example,
the teacher tailors the material and difficulty level to the student’s level, models the
skill, guides the learning, and provides feedback. Advance organizers are a type of
scaffolding that provide a framework to which learners can attach forthcoming facts.

Activating Relevant Information

Teachers can prepare students for effective meaning-based memory encoding by
helping students activate relevant schema. A structured manner of doing this is to use
advance organizers. Advance organizers activate relevant knowledge prior to presenta-
tion of the new material; they also provide a structure for adding new information.
Advance organizers include such things as metaphors, analogies, diagrams, models,
and idea maps. Their effectiveness as a teaching strategy is well documented in educa-
tional research. Most likely, advance organizers facilitate learning by enhancing the
effectiveness of working memory encoding and long-term memory organization.
Other methods of pulling relevant schema into the activated pool include: identifying
and emphasizing main ideas; providing examples that illustrate connections between
ideas; directly relating the new material to prior knowledge; and drawing parallels to
the students’ own lives.

Effective Teaching Practices

Most of the instructional techniques recommended for reducing working memory
load have been identified as effective teaching practices. One reason effective instruc-
tional practices are successful with students who have learning problems is that the
practices include methods that reduce the load on working memory (Rosenshine,
1997). For example, teaching information in small steps followed by guided practice
supports a limited-capacity working memory. Research on effective teaching princi-
ples has identified an evidence-based model of effective teaching that primarily con-
sists of fundamental direct instruction methods (Rosenshine, 1995, 1997; Rosenshine
& Stevens, 1986). Although not their explicit intent, nearly all of these procedures
seemed to be designed for the purpose of supporting working memory limitations.
The six main components of the effective instruction model are:

1. Daily review and checking of homework, along with review of relevant past
learning and reteaching when necessary.

2. Rapid-paced presentations that are clear and structured, with lots of demonstra-
tions, examples, and questions. Presentations begin with objectives and an over-
view, then proceed in small steps. Main points are highlighted and detailed,
redundant instruction is provided as necessary.
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3. Initial, teacher-guided practice until a success rate of 80% is reached. Questions
are asked to check for student understanding, and additional explanation is pro-
vided where necessary. All students are given a chance to respond and receive
feedback. Prompts are provided as practice progresses.

4. Guided practice and immediate corrective feedback continues until students can
perform the new skill independently. Students are monitored for errors and in-
depth reteaching is conducted as necessary.

5. Independent practice continues until responses are firm, quick, and automatic,
with a 95% accuracy rate. Students are actively supervised and held accountable
for their independent work.

6. Weekly and monthly reviews are conducted that include systematic review of
previously learned material. This includes frequent tests that are followed by
reteaching of material missed in tests.

Clearly, one of the main reasons these teaching practices are effective with students
who have impaired working memory capacity is the ongoing repetition and the em-
phasis on developing automaticity.

Direct Instruction

Many educators use the term direct instruction to refer to any form of explicit teach-
ing. However, direct instruction specifically refers to a structured curriculum that in-
corporates effective teaching techniques in a scripted fashion. Direct instruction
involves small-group instruction; explicit teaching; fast-paced instruction; well-
sequenced and focused lessons; modeling and shaping of correct responses; reinforce-
ment of appropriate responses; systematic procedures for corrective feedback; contin-
uous assessment of performance; lots of repetition and frequent review of material;
and an emphasis on mastery at each step in the learning process (Gersten, 1985;
Swanson, 1999a).

Direct instruction has proven to be an extremely effective teaching approach,
especially with children who need it most: younger children, slow learners, at-risk
children, and those with learning disabilities (Gersten & Keating, 1987). In a meta-
analysis of 25 studies comparing different instructional methods (White, 1988),
direct instruction, with a very significant effect size of .84, emerged as the most
effective instructional method for students in special education. Another meta-
analysis of 37 studies by Adams and Engelmann (1996) found that 87% of the studies
favored direct instruction programs over other methods. A meta-analysis of 12 direct
instruction math programs (Przychodzin, Marchand-Martella, & Martella, 2004)
reached the conclusion that they are effective at improving math skills in a variety of
settings with a variety of students. The application of direct instruction methods is
not limited to formally identified direct instruction curricula. Direct instruction
methodology is embedded in many effective curricula, and the general principles of
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direct instruction can be applied to the teaching of nearly every academic skill and
subject. Most direct instruction curricula focus on basic academic skills in reading,
math, and written expression, but the model has also been applied to higher level
learning, such as problem solving.

The primary reason for direct instruction’s documented success may be that it
successfully addresses students’ working memory shortcomings. Direct instruction
characteristics that reduce working memory load (Rosenshine & Stevens, 1986) in-
clude: (a) frequent repetition of new material; (b) practice until a high level of mas-
tery is reached (mastery is a prerequisite for automatization); (c) systematic
strengthening of long-term memory representations; and (d) keeping students ac-
tively engaged by having them all respond in unison. In conclusion, direct instruc-
tion is considered one of the most effective instructional methodologies for
students with working memory deficiencies.

Mnemonic Strategy Instruction

Despite the strong empirical evidence supporting the effectiveness of direct instruc-
tion, mnemonic strategy instruction appears to be even more efficacious at improving
learning and memory (Gathercole, Alloway, Willis, & Adams, 2006; Mastropieri
et al., 1985; Scruggs & Mastropieri, 1990, 2000; Swanson, 1999a). Essentially, mne-
monic strategy instruction entails classroom-wide teaching of the strategies and mne-
monics detailed earlier in this chapter. For example, a classroom instructor might
teach young children how to better remember directions by combining a verbal re-
hearsal strategy and a visual mnemonic. Examining the differences between direct
instruction and mnemonic strategy instruction illuminates why strategy instruction
is more effective. Whereas direct instruction emphasizes student mastery of specific
academic skills and subskills, mnemonic instruction focuses more on developing cog-
nitive processes and rule-based global skills that can be applied to nearly all types of
academic learning. This distinction leads to the characterization of direct instruction
as a bottom-up instructional approach and strategy training as a top-down approach
(Swanson, 1999a). The metacognitive training embedded in mnemonic instruc-
tion—learning why, how, and when to use a strategy—is a unique aspect of mne-
monic instruction that accounts for better generalization. In fact, the fast pace of
direct instruction, much like an experimental interference task, may actually prevent
student use of working memory strategies (Mastropieri et al., 1985).

Over the past 30 years, mnemonic strategy instruction has proven to be highly
effective with students who have learning problems, as well as with normally achiev-
ing students (Mastropieri et al., 2000). In a meta-analysis of 34 studies involving the
use of mnemonic strategies with students with learning disabilities, Scruggs and
Mastropieri (1990) discovered a formidable effect size of 1.62 across a variety of con-
tent areas and instructional settings. Scruggs and Mastropieri contend that mne-
monic strategies in the classroom are the most effective strategies ever experimentally
investigated in special education. Educators who are skeptical of mnemonic-based
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instruction and the teaching of strategies in the classroom should consider some class-
room data reported by Scruggs and Mastropieri: Students with learning disabilities
correctly recalled 79% of content taught mnemonically versus only 27.9% correct
recall for nonmnemonically presented material. In another applied study, the class-
room teacher reported that her special education students scored only 36.7% correct
on content taught nonmnemonically, but they had 75% correct on material taught
mnemonically, using the keyword method (Mastropieri et al., 2000). Given such im-
pressive findings, every teacher should consider adopting mnemonic strategy instruc-
tion, especially whenever memory for content is important. Mnemonic strategy
instruction, exemplified by the keyword method discussed earlier in this chapter, can
benefit all students, not just learners in need of memory intervention.

Implementing mnemonic strategy instruction in the classroom will require extra
work from the teacher, at least initially. Teachers who are concerned about the addi-
tional time should remember that the investment can reap huge dividends for stu-
dents and teachers alike. For instance, in the Gill et al. (2003) study only 3 hours of
training were needed to improve the direction-following ability of children, a change
that was still in existence 8 months later. Enlisting assistance from students can re-
duce teacher preparation time. For example, when using the keyword method, teach-
ers can have students develop keyword mnemonics in groups, or they can require
students to generate their own links and images individually. Although less effective
than teacher-provided images, students who self-generate keywords and interactive im-
ages still significantly outperform their nonmnemonic peers (Scruggs & Mastropieri,
1990). Another advantage of student-generated images and associations is that the
images and links will have more personal relevance, a factor that will increase reten-
tion. For teachers creating images themselves, an efficient method is to include several
related pieces of information in a single mnemonic picture.

Teaching students to use the keyword method to memorize facts in courses such as
social studies is only one aspect of classroom strategy instruction. In a strategy fo-
cused classroom, several other mnemonics and working memory strategies, such as
elaboration, should be taught. Furthermore, the encouragement of strategy use
should be continuous, with the teacher providing frequent prompts and reminders to
use strategies, as well as documenting the benefits of their use. With widespread and
ongoing strategy instruction and applications, related processes and skills, such as
reading comprehension, may also show improvement. Research has documented that
mnemonic instruction not only leads to improved retention of information, but it
can also facilitate student performance on higher order tasks (Levin & Levin, 1990).
Finally, strategy instruction meshes well with several effective instructional practices,
including direct instruction. As Swanson (1999a) discovered, combining effective in-
structional methods can provide greater support for working memory limitations.
After completing a meta-analysis of 180 intervention studies, Swanson (1999a) con-
cluded that a combined direct instruction and strategy instruction model is the most
effective at remediating academic learning difficulties. The mean effect size for the
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combined model was .84, whereas the effect sizes for direct instruction alone and
strategy instruction alone were .68 and .72, respectively.

In conclusion, there are many instructional practices with documented effective-
ness that not only serve to minimize the working memory load of learners, but also
enhance the learning functions of working memory. Although these methods are
most effective with students who have learning problems, the approaches seem to
benefit all students. Unfortunately, this text may not be read by very many educators.
It is, therefore, incumbent on readers who work in educational environments to share
this valuable information whenever they are consulting with teachers.

Key Points

1. Extensive research in psychology and education has documented many mem-
ory interventions and strategies that can significantly increase the retention and
retrieval of information.

2. Given the close and mutually interdependent relationships among memory
systems, cognitive processes, and academic skills, interventions that enhance
functioning in related areas may produce collateral improvement in working
memory.

3. Compensatory interventions, or interventions that combine compensatory and
remedial approaches, are likely to be more effective than remedial methods
alone.

4. Given that a primary function of working memory is to facilitate learning, the
success of working memory interventions should ultimately be judged as much
by long-term retention as by short-term retention. Consequently, effective
working memory interventions should also improve long-term memory
functioning.

5. Interventions traditionally designated as long-term memory interventions are
appropriate interventions for working memory deficits.

6. The durability of information transferred to long-term memory is a function
of how much working memory actively manipulates the information. There is
little evidence to suggest that simply holding information in short-term passive
storage facilitates learning.

7. Most interventions for working memory consist of strategies, such as mne-
monics. With appropriate self-study and adherence to strategy training guide-
lines, teachers can provide strategy training.

8. Attaching meaning to information makes it more memorable.

9. Learning and using a new strategy will itself put increased demands on work-
ing memory, resulting in even less capacity leftover for storage. This is a
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particular concern for individuals who have impaired working memory ca-
pacity. In such instances, simple strategies should be taught first.

10. For individuals who are lacking in self-awareness and self-regulation, explicit
training in metacognitive strategies and metamemory awareness should pre-
cede strategy training.

11. Organized material is easier to remember, especially when the learner recog-
nizes the organization or reorganizes the information in a more meaningful
way.

12. Working memory interventions and strategies that are effective with individu-
als can be taught successfully on a classroom-wide basis.

13. Students with impaired working memory can learn effectively if they have am-
ple exposure to material while demands on working memory are minimal.

14. Most of the instructional techniques recommended for reducing working
memory load have been identified as effective teaching practices.

15. The main reasons effective instructional methods produce better academic
learning outcomes is that they support the functioning of working memory
and address working memory limitations by minimizing the demands placed
on working memory resources.
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Case Studies, Reporting Results,
and Recommendations

A
substantial amount of psychological and educational research has supported

the working memory construct and its relationship with academic learning.
One goal of this book has been to ‘‘translate’’ the scientific literature so that

practitioners can see the relevance and applications to real-world environments. The
book has also attempted to make the case for including working memory testing
whenever learning disability evaluations are conducted. Obviously, not every learning
problem is due to a working memory deficiency, and not all students with working
memory weaknesses have a learning disability. Nonetheless, the incidence rate of
working memory weaknesses is much higher among students with learning disabil-
ities than among normal students, and students with a working memory weakness
are very much at risk for learning problems (Pickering & Gathercole, 2001b). Con-
sequently, working memory testing is a valuable assessment component that can en-
hance the identification of students with learning disabilities and demonstrate the
need for appropriate interventions and accommodations. In this final chapter, actual
assessment data will be used to bolster the arguments for more screening, testing, and
interventions.

Applied Research Study

Subjects and Method

The students in this applied study were assessed at a private learning center (located
in the Midwest) as they began receiving tutoring for academic learning problems.
These children and adolescents were enrolled in tutoring by their concerned parents,
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although some parents enrolled their children at the urging of school personnel. All
74 of the students were either deficient in academic skills or performing poorly in
school, and all had a history of learning problems or academic performance prob-
lems. At the time of testing, only a minority (19%) had an official disability diagno-
sis. Of the sample, 46% were female and 54% were male. The mean age was 12.79
years and the mean grade placement was 6.99. Most of the students required tutoring
in reading, mathematics, or study skills. All 74 of the students were assessed with
the Woodcock-Johnson III Tests of Achievement (WJ III ACH) and Woodcock-
Johnson III Tests of Cognitive Abilities (WJ III COG). Along with other cognitive
clusters, the Short-Term Memory and Working Memory clusters from the WJ III
COG (see Chapter 7 for details) were administered to most of the students (70 com-
pleted the Short-Term Memory cluster and 64 completed the Working Memory
Cluster). The Short-Term Memory cluster consists of Numbers Reversed and Mem-
ory for Words, whereas the Working Memory cluster is comprised of Numbers
Reversed and Auditory Working Memory. The short-term memory subtests measure
a combination of executive working memory and phonological short-term memory.
Both of the working memory subtests primarily tap executive working memory.

Results and Discussion

The cluster and subtest means were in the average range for all of the cognitive and
achievement areas tested (see Table 10.1). Curiously, there was an 8.52 point differ-
ence between the two working memory subtests—Numbers Reversed and Auditory
Working Memory—both of which tap executive working memory. The lower mean
was on the digits backward task (Numbers Reversed), a long-established marker for
learning problems. Perhaps the level of mathematics calculation skills had some influ-
ence on Numbers Reversed performance (the means were nearly identical). Or per-
haps Numbers Reversed is a more reliable and valid measure of executive working
memory than is the WJ III COG Auditory Working Memory subtest. Correlations
among various clusters and subtests were calculated to determine the strength of rela-
tions among the variables and the extent of consistency with published research.
With related cognitive processes (see Table 10.2), correlations were generally as pre-
dicted, except for the lack of a significant relationship between the Short-Term Mem-
ory and Phonemic Awareness clusters. The extremely high correlations both memory
factors have with the General Intellectual Ability (GIA) cluster is concordant with
reported findings in the experimental literature. The significant relations with the
Long-Term Retrieval and Processing Speed clusters are also consistent with evidence
that these processes are closely connected with short-term and working memory.
Table 10.3 displays the correlations between memory and achievement clusters. Most
of the correlations are moderately strong, just as they are in the research literature.
The lack of a significant correlation between Reading Comprehension and Auditory
Working Memory is surprising, but nonsignificant correlations in the Mathematics
Calculation column are not. As would be predicted from previous findings,
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Phonological Short-Term Memory and Verbal Working Memory are not signifi-
cantly related with Mathematics Calculation.

Incidence of Memory Weaknesses

A second analysis of the assessment data divided the students into two groups:
normal students who had no previous diagnosis or did not obtain a significant

Table 10.1 W J III Means and Standard Deviations*

Cluster Mean Standard Deviation

General Intellectual Ability 98.44 11.08

Long-Term Retrieval 95.54 11.36

Processing Speed 95.87 12.26

Short-Term Memory 96.11 13.66

Phonemic Awareness 103.30 11.65

Working Memory 97.69 13.81

Basic Reading Skills 93.18 8.47

Reading Comprehension 95.29 7.91

Math Calculation Skills 95.33 11.03

Math Reasoning 95.72 10.12

Basic Writing Skills 94.37 10.13

Written Expression 98.98 9.69

Subtest

Visual-Auditory Learning 95.24 11.69

Numbers Reversed 95.23 12.58

Auditory Working Memory 103.75 12.81

Retrieval Fluency 99.77 11.94

Memory for Words 99.83 13.64

*The WJ III standard scores have a mean of 100 and a standard deviation of 15.

Table 10.2 W J III Memory Correlations with Cognitive Clusters

Working

Memory

Short-Term

Memory

General

Intellectual

Ability

Long-Term

Retrieval

Processing

Speed

Phonemic

Awareness

Working Memory 1.00 .779* .622* .352* .332* .195

Short-Term Memory 1.00 .754* .306* .238** .240

*Correlation is significant at the .01 level.

**Correlation is significant at the .05 level.
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ability–achievement discrepancy (n ¼ 46), and students with a significant ability–
achievement discrepancy or a previous disability diagnosis (n ¼ 28). The criterion
for a significant discrepancy was set at a �1.00 standard deviation difference between
predicted achievement and actual achievement, using the Intellectual Ability/
Achievement Discrepancies table from the WJ III Compuscore report. Each individ-
ual’s short-term memory and working memory scores were examined, and the per-
centage of cases with memory scores more than one standard deviation below the
mean (below a score of 85) was determined for each group (see Table 10.4). The
Numbers Reversed subtest (a measure of executive working memory) was the best
marker for a disability/discrepancy. More than 42% of the disabled/discrepant group
had a normative weakness (a standard score below 85) in Numbers Reversed, com-
pared with only 6.5% of the normal group.

When the 14 subjects with diagnosed disabilities (ADHD, LD, and Traumatic
Brain Injury) were singled out, their low Numbers Reversed scores indicated that
42.8% of them had a deficit (both a normative and ipsative weakness) in executive

Table 10.3 W J III Memory Correlations with Achievement Clusters

Basic

Reading

Skills

Reading

Comp.

Math

Calculation

Skills

Math

Reasoning

Basic

Writing

Skills

Written

Expression

Short-Term Memory .427* .529* .322** .486* .443* .499*

Working Memory .475* .462* .428* .556* .391* .447*

Numbers Reversed .459* .421* .407* .426* .420* .454*

Auditory Working Memory .302** .226 .269 .523** .257 .351**

Memory for Words .280** .450* .207 .440* .346** .392*

*Correlation is significant at the .01 level.

**Correlation is significant at the .05 level.

Table 10.4 Percentage of Cases with Normative Memory Weaknesses

WJ III COG Cluster/Subtest Normal Disabled/Discrepant

Short-Term Memory 10.8 42.8

Working Memory 6.5 29.1

Numbers Reversed 6.5 42.8

Auditory Working Memory .02 17.9

Memory for Words 10.8 32.1
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working memory. In contrast, none of those with a significant ability-achievement
discrepancy but no disability diagnosis (n ¼ 14) had a deficit in Numbers Reversed
(although 42.8% of them had a normative weakness). And only 4.3% of students
who had neither a diagnosis nor a significant discrepancy had a deficit. However,
19.5% of the normal students (who were nevertheless struggling academically) had
an ipsative weakness in Numbers Reversed performance. The apparent reason their
ipsative weakness was not associated with a disability is that their executive working
memory performance was still within the average range (and thus not a normative
weakness). These findings and the results reported in Table 10.4 support the claim
that students with disabilities have a much higher incidence rate of working memory
normative weaknesses, ipsative weaknesses, and deficits. Clearly, performance on
short-term memory and working memory measures differentiates between normal
and disabled/discrepant students. In particular, the extent of the working memory
weakness is related to the severity of the learning problems. For example, in this study
discrepant subjects with a normative working memory weakness but not an ipsative
weakness were less likely to have a learning disability diagnosis than those who had
both a normative and an ipsative weakness. In conclusion, it appears that a deficit in
working memory is much more predictive of a learning disability than a normative
weakness or ipsative weakness alone.

Case Studies

Adolescent with a Reading Disability

Hoping to gain admittance to a reputable college, a 17-year-old female with a read-
ing disability requested a re-evaluation. She had been diagnosed in early elementary
school and had received special education support services and classroom accommo-
dations throughout her elementary years. Since middle school she had been suc-
cessful in regular education classes at a private school. Although this young person
was succeeding in high school, her reading disability was evident when she read
orally. In spite of her difficulty decoding words, her reading comprehension
seemed average. She was assessed with the WJ III COG and WJ III ACH, and the
Working Memory Analysis Worksheet (see Table 10.5) was used to analyze her cog-
nitive and memory scores. Due to the realignment of some of the WJ III COG
memory subtests (see Appendix A), her WJ III COG Short-Term Memory cluster
score was not used, but her Working Memory Cluster score was used to represent
executive working memory. Her relevant achievement scores were Basic Reading
Skills—82, Reading Comprehension—100, Math Calculation Skills—84, and
Math Reasoning—92.

Her profile analysis (see Table 10.5) revealed an individual strength in phone-
mic awareness and an asset in auditory processing. However, both memory com-
ponents in the verbal domain—phonological short-term memory and verbal

Case Studies 311



Ta
b
le

1
0
.5

W
o
rk

in
g

M
em

o
ry

A
n
al

ys
is

W
o
rk

sh
ee

t

Ex
am

in
ee

’s
N

am
e:

A
d
o
le

sc
en

t
R
ea

d
in

g
D

is
ab

il
it

y
D

O
B
:_

__
__

__
__

_A
ge

:
1
7

G
ra

d
e:

__
__

__
__

__
D

at
es

o
f

Te
st

in
g:

__
__

__
__

__

M
em

o
ry

Co
m

p
o
n
en

t

B
at

te
ry

N
am

e

Su
b
te

st
/

Fa
ct

o
r

N
am

e

Su
b
te

st

Sc
o
re

Co
m

p
o
n
en

t

M
ea

n

Co
m

p
o
si

te

o
r

M
ea

n
D

if
fe

re
n
ce

N
o
rm

at
iv

e

S
o
r

W

Ip
sa

ti
ve

S
o
r

W

D
efi

ci
t

o
r

A
ss

et

P
h
o
n
o
lo

g
ic

al

ST
M

W
J

II
I

CO
G

M
em

o
ry

fo
r

W
o
rd

s

8
0

8
0

W
J

II
I

G
IA

—
8
9

�
9

W
—

—

V
is

u
o
sp

at
ia

l

ST
M

W
J

II
I

CO
G

P
ic

tu
re

R
ec

o
g
n
it

io
n

9
7

9
7

8
9

þ
8

A
vg

.
—

—

V
er

b
al

W
M

W
J

II
I

CO
G

A
u
d
it

o
ry

W
o
rk

in
g

M
em

o
ry

7
9

7
9

8
9

�
1
0

W
—

—

Ex
ec

u
ti

ve

W
M

W
J

II
I

CO
G

W
o
rk

in
g

M
em

o
ry

7
4

7
4

8
9

�
1
5

W
W

D
efi

ci
t

Lo
n
g
-T

er
m

R
et

ri
ev

al

W
J

II
I

CO
G

R
et

ri
ev

al

Fl
u
en

cy

9
6

9
6

8
9

þ
7

A
vg

.
W

—

V
is

u
al

P
ro

ce
ss

in
g

W
J

II
I

CO
G

V
is

u
al

-S
p
at

ia
l

Th
in

ki
n
g

9
8

9
8

8
9

þ
9

A
vg

.
—

—

(C
on

ti
n
u
ed

)

312



Ta
b
le

1
0
.5

(C
o
n
ti

n
u
ed

)

M
em

o
ry

Co
m

p
o
n
en

t

B
at

te
ry

N
am

e

Su
b
te

st
/

Fa
ct

o
r

N
am

e

Su
b
te

st

Sc
o
re

Co
m

p
o
n
en

t

M
ea

n

Co
m

p
o
si

te

o
r

M
ea

n
D

if
fe

re
n
ce

N
o
rm

at
iv

e

S
o
r

W

Ip
sa

ti
ve

S
o
r

W

D
efi

ci
t

o
r

A
ss

et

P
h
o
n
o
lo

g
ic

al

P
ro

ce
ss

in
g

W
J

II
I

CO
G

P
h
o
n
em

ic

A
w

ar
en

es
s

1
0
6

1
0
6

8
9

þ
1
7

A
vg

.
S

—

Fl
u
id

R
ea

so
n
in

g

W
J

II
I

CO
G

Fl
u
id

R
ea

so
n
in

g

8
9

8
9

8
9

0
W

—
—

P
ro

ce
ss

in
g

Sp
ee

d

W
J

II
I

CO
G

P
ro

ce
ss

in
g

Sp
ee

d

8
6

8
6

8
9

�
3

W
—

—

A
u
d
it

o
ry

P
ro

ce
ss

in
g

W
J

II
I

CO
G

A
u
d
it

o
ry

P
ro

ce
ss

in
g

1
1
7

1
1
7

8
9

þ
2
8

S
S

A
ss

et

Su
b
te

st
o
r

Cl
in

ic
al

Fa
ct

o
r

Sc
o
re

Su
b
te

st
o
r

Cl
in

ic
al

Fa
ct

o
r

Sc
o
re

D
is

cr
ep

an
cy

Si
gn

ifi
ca

n
t:

Y
/N

P
h
o
n
o
lo

g
ic

al
ST

M
(8

0
)

V
is

u
o
sp

at
ia

l
ST

M
(9

7
)

1
7

Y

P
h
o
n
o
lo

g
ic

al
ST

M
(8

0
)

P
h
o
n
o
lo

g
ic

al
P
ro

ce
ss

in
g

(1
0
6
)

2
6

Y

V
er

b
al

W
M

(7
9
)

A
u
d
it

o
ry

P
ro

ce
ss

in
g

(1
1
7
)

3
8

Y

Ex
ec

u
ti

ve
W

M
(7

4
)

Lo
n
g
-T

er
m

R
et

ri
ev

al
(9

6
)

2
2

Y

313



working memory—were normative weaknesses. Her deficit in executive working
memory, at the fourth percentile, seemed to be the main problem. These phono-
logical, verbal, and executive working memory weaknesses could certainly account
for her basic reading skills disability. Fortunately, she had some relative memory
strengths that she must have been using effectively. First, her visuospatial short-
term memory was a strength relative to her phonological short-term memory.
Second, her long-term retrieval was a strength relative to her executive working
memory. From her test scores, it did not appear that related cognitive processes
were helping her compensate for memory shortcomings. Her Processing Speed
cluster score was an 86 and the Fluid Reasoning cluster was an 89. Yet her read-
ing comprehension and knowledge scores were average, as was her academic
performance.

Given her significant weaknesses in short-term memory and working memory
components, as well as some below average related processes, how did she succeed as
a learner? Some hypotheses are: (a) She must have acquired academic knowledge
under ‘‘low load’’ learning conditions that allowed time for rehearsal, repetition,
processing, and encoding; (b) she had developed strategies for efficient utilization of
her memory resources, perhaps by capitalizing on her visuospatial strengths; (c) she
had developed successful reading comprehension strategies; and (d) her long-term
memory knowledge-base, along with average long-term retrieval, helped to compen-
sate for her short-term memory and working memory deficiencies (except in basic
reading skills). A couple months after the evaluation, this student took the ACT col-
lege entrance examination with extended time and obtained a composite score of 23,
and shortly thereafter she was admitted to the college of her choice.

Child with a Traumatic Brain Injury (TBI)

As this manuscript was nearing completion, concerned parents brought a 9-year-old
female in for summer tutoring. Because of her TBI the student had been receiving
special education services and speech and language therapy. At 12 months of age the
child had suffered a right parietal skull fracture from parental abuse. She was imme-
diately removed from her biological parents and soon thereafter adopted by her cur-
rent parents. Six months after her traumatic brain injury, her neurosurgeon stated
that there should not be any lasting effects from the brain trauma. In spite of this
assertion, the child’s history was replete with behaviors and difficulties indicative of
significant language and memory deficiencies. Among the recorded concerns were
word retrieval problems; language processing problems; delayed language develop-
ment; limited use of words; difficulty organizing and expressing thoughts; and diffi-
culty sequencing words. Despite the several ‘‘red flags,’’ her school records did not
contain any record of comprehensive memory testing.

A brief assessment of this child’s short-term memory and working memory com-
ponents, as well as related processes, was conducted with the WJ III COG. The
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student’s scores were analyzed with the Working Memory Analysis Worksheet, with the
mean of 91 (see Table 10.6) obtained by computing the average of all the processing
and memory components involved. None of her scores were discrepant enough from
the mean to meet the criterion for an ipsative weakness, but she did display norma-
tive weaknesses in phonological short-term memory, long-term retrieval, and learn-
ing. In contrast, her verbal and executive working memory scores were in the average
range. (Her visuospatial memory components were not tested because prior evalua-
tions had documented mid-average visuospatial abilities.) The child’s memory
problems seemed to lie primarily with phonological short-term memory and verbal
long-term memory, not working memory capacity. The short-term and long-term
retrieval difficulties were corroborated by the parents who provided several examples
of memory problems observed in the home environment. Although long-term retrieval
problems can often be attributed to slow retrieval speed, in this case the retrieval diffi-
culties appeared to be at least partially a function of poorly formed long-term memory
structures. The child’s poorly formed memory representations could have been the re-
sult of inefficient encoding or insufficient time for encoding, hypotheses supported by
her relatively low Visual-Auditory Learning score (an indication of her encoding and
learning efficiency) and her short phonological memory span. Further support for the
hypothesis that her difficulty originated with weak long-term representations, instead
of slow long-term retrieval alone, was provided by her mid-average processing speed
score (processing speed and retrieval speed are often related).

After reviewing the assessment results with the parents, it was decided that the
student would receive individual tutoring for 3 hours a week over 10 weeks. Two
hours per week would focus on improving academic skills, primarily reading compre-
hension and mathematics reasoning, while 1 hour per week would be invested in
memory strategy training. Over the summer, the 10 hours dedicated to memory in-
terventions consisted of the following:

1. The training began with the metamemory approach described in Chapter 9.
This 9-year old child already knew that she had memory problems, and she had
a strong desire to overcome them. She was comfortable learning about her
memory strengths and weaknesses and very interested in how memory works.
She reported that she was unaware of strategies, such as rehearsal, but wanted to
learn so that she could improve her memory and learning.

2. Next, the child was taught a basic verbal rehearsal strategy (see Chapter 9) in
which she practiced saying the material over and over to herself. It began with
having her say the information aloud, then whispering it, and then finally re-
peating it subvocally. After she was comfortable using the strategy with word
lists, it was applied to remembering simple step-by-step instructions. The objec-
tive was not just to help her retain information for immediate use but to extend
the interval for encoding information into long-term storage.
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3. During several sessions, the child was taught to use an organizational strategy
when trying to commit information to memory. The strategy consisted of group-
ing items by category, both with word lists and with actual objects. The goal was
to improve the effectiveness of her semantic encoding. As suggested in Chapter 9,
adoption of this strategy produced an immediate improvement in long-term re-
tention that impressed and pleased the child. For example, during one session she
was able to recall nearly every one of 50 objects she had sorted by category.

4. Finally, the student was taught how to utilize her visuospatial processing
strength by learning some basic visual mnemonics. This consisted primarily of
having her associate visual images with words and other verbal information that
she was trying to remember. The goal was to facilitate retrieval by having her
attach additional cues to the stored information. Recoding the verbal informa-
tion into a visual mode would also provide an alternative retrieval route.

When the interventions ended, the child was retested with the WJ III COG (about
4 months had elapsed since the initial testing). Although the improvements in her
standard scores could be due to measurement error, the differences were certainly
approaching significance. The largest gain, 12 points, was in Visual-Auditory Learn-
ing, a learning task that depends heavily on efficient encoding of novel information.
This change was particularly encouraging, given that there was no change in her re-
trieval speed (as measured by the Retrieval Fluency subtest). The improvement in
learning was probably associated with an apparent increase in phonological short-
term memory (as indicated by a 10-point improvement in Memory for Words). In-
terestingly, there was no change in working memory, as the Working Memory cluster
score remained the same.

After the new school year began, there was a follow-up consultation meeting with
the student’s teachers and parents. Teachers reported that the student seemed more
confident and sought out assistance when she needed it. The teachers were also very
accepting of the memory interventions that had been implemented over the summer
and reported using similar strategies that were embedded in the special education
curriculum they were using. The teachers also agreed to more modifications that ad-
dressed the student’s long-term retrieval problems, including providing prompts and
cues when the child’s retrieval efforts were unsuccessful.

Written Interpretation of Working Memory Test Results

When writing educational evaluation reports or psychological reports about working
memory assessment results, some unique structuring and detailed explanations will
allow readers to grasp the intended meaning, especially when memory subtests have
been realigned (see Appendices A and E) or when a cross-battery analysis has been
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completed. Some of the suggestions found in the oral interpretation section later in
this chapter also can be applied to the written format. Here are a few important sug-
gestions for structuring the test-results interpretation section of a report.

1. If an IQ score or an equivalent score, such as a memory composite, is available,
that score should be interpreted first.

2. Proceed with an explanation of why and how the selective, cross-battery assess-
ment was conducted. Begin by identifying the batteries, factors, and subtests
that were used, followed by an explanation of how the scores were realigned
and analyzed. In particular, explain how the cross-battery mean was derived
and how clinical factor scores were calculated.

3. The remainder of the interpretative section should be organized by memory
components and cognitive processes, not by test battery. For example, if two
subtests used to measure verbal working memory were drawn from two differ-
ent scales, the subtests should be combined into a clinical factor that is then
interpreted as representing verbal working memory. Begin each of these subsec-
tions with a definition of the memory component. After interpreting scores,
integrate corroborating data from other sources and methods.

4. When reporting memory strengths and weaknesses, always specify whether they
are normative, ipsative, or both. When reporting the results of an ipsative anal-
ysis, state which of the following the strength or weakness is relative to:
(a) a full intellectual or cognitive composite; (b) the mean of the memory com-
ponents; (c) an overall processing mean that includes memory and nonmemory
factors; or (d) another memory or processing score in a pairwise comparison.

Illustrative Report

Those who evaluate children are quite familiar with the traditional format of a psycho-
logical report. Thus, the report example provided in this section is limited to the test-
results interpretative section that might be written when there has been a cross-battery
assessment of working memory and related processes. The following illustrative
written report section is about Joey, the case that has been discussed in previous chapters
(see Table 6.7).

This evaluation was initiated by Joey’s parents who are very concerned about
Joey’s lack of progress in basic reading skills. The parents are seeking supplemental
instruction for Joey so that he stops falling farther behind his peers in reading. As
previous evaluations have not reported any memory testing, it was decided to in-
clude the testing of short-term and working memory in the current evaluation
because short-term and working memory are known to be highly related to the
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development of reading skills. Working memory is a term used to describe the pro-
cessing of information from either short-term or long-term memory. Other cogni-
tive processes that support the development of basic reading skills and reading
comprehension also were tested: phonological processing (phonemic awareness),
processing speed, and fluid reasoning.

When Joey is compared to other students the same age, his overall level of cogni-
tive functioning appears to be in the mid-average range. On the Woodcock-
Johnson III Tests of Cognitive Abilities (WJ III COG), Joey obtained a General
Intellectual Ability (GIA) score of 106. The accompanying percentile rank of 66 re-
veals that Joey’s GIA score is higher than 66% of his same-aged peers. If Joey were
retested with the WJ III, there is a 95% chance he would obtain a score within the
range of 101 to 112. Joey’s GIA score is essentially an average of the various cognitive
abilities that were tested. However, in Joey’s case, the GIA score does not accurately
depict all of his cognitive abilities. As will be discussed in more detail later in this
report, some of Joey’s cognitive processing abilities are average, whereas others are
above average or below average.

In order to broaden the assessment of Joey’s memory systems, two different
cognitive test batteries were administered: portions of the WJ III COG and a cou-
ple of subtests from the Wechsler Intelligence Scale for Children–Fourth Edition,
Integrated (WISC-IV Integrated). Test scores from the two batteries were com-
bined in a cross-battery analysis (see Table 10.7), in which Joey’s GIA score of
106 was used to determine his intraindividual strengths and weaknesses in mem-
ory and related processes. Each of Joey’s memory and related processing scores
were compared with his GIA. Scores that are 12 or more points lower than his
GIA score are indicative of intraindividual weaknesses. Some pairs of related mem-
ory and cognitive processes were also compared, with a discrepancy of 15 or more
points considered significant.

Phonological Processing and Phonological Short-Term Memory

For someone with a severe reading disability, Joey demonstrates a surprising strength
in phonemic awareness. Phonemic awareness skills involve awareness and manipula-
tion of the sound units that form words. Joey’s Phonemic Awareness score of 128 is
in the high average range when Joey is compared to same-aged peers. For Joey, pho-
nemic awareness is also an individual strength, compared to his overall level of cogni-
tive functioning. Consistent with his exceptionally strong phonemic awareness skills
is Joey’s mid-average performance in phonological short-term memory. This mem-
ory component involves the short-term sequential retention of simple verbal informa-
tion, such as recalling a series of letters. Although Joey’s ability in phonological short-
term memory is mid-average, it is neither an individual nor a normative (compared
to the performance of same-aged peers) strength for him. Joey’s strengths in the pho-
nological domain are consistent with his reading decoding; for example, he is more
successful at decoding words that are spelled phonetically.
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Visuospatial Short-Term Memory

This type of short-term memory involves memory for objects and their location. The
Spatial-Span Forward subtest from the WISC-IV Integrated was used to measure
Joey’s development of this type of memory. Based on his score of 85, it appears that
visuospatial short-term memory is both a normative and an individual weakness for
Joey. Thus, there is a strong possibility that this deficit may be accounting for some
of Joey’s difficulties in reading. For example, when Joey reads, he often loses track of
his place in the sentence or paragraph. This type of tracking is a function of visuospa-
tial short-term memory.

Verbal Working Memory

Verbal working memory involves the processing and retention of verbal information,
such as remembering a sentence. Joey’s verbal working memory was assessed with the
Auditory-Working Memory subtest from the WJ III COG. During this subtest the
task is to transform information without forgetting any of it. Joey’s mid-average score
of 101 indicates that his verbal working memory capacity is similar to that of his
phonological short-term memory, which also involves the retention of verbal infor-
mation. Joey’s average ability for recalling verbal information is also consistent with
his average abilities in verbal expression, reasoning, and comprehension. His high
verbal working memory score is also concordant with observations. For instance, Joey
is extremely talkative; oral expression is one of his strengths.

Visuospatial Working Memory

Visuospatial working memory is similar to visuospatial short-term memory, the main
difference being that the working memory dimension processes and retains more
complex visuospatial information. Joey’s visuospatial working memory ability was
measured with the Spatial Span Backward subtest from the WISC-IV Integrated.
Joey’s visuospatial working memory score is in the average range and somewhat
higher than his visuospatial short-term memory score; however, the difference
between the two scores is not statistically significant. The higher score on the visuo-
spatial working memory component is unexpected. Perhaps more in-depth testing of
Joey’s visuospatial memory components is needed.

Executive Working Memory

Executive working memory coordinates the storage and processing of information,
including the coordination of verbal and visuospatial memory processes. Executive
working memory is called on whenever students must multitask while trying to re-
member or learn information. Joey’s executive working memory functioning appears
to be deficient; his score on Numbers Reversed, one of the subtests used to measure
executive working memory, was at the seventh percentile. In addition to his executive
working memory performance being below average, it is also a significant
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intraindividual weakness when compared to his GIA. Limited capacity or inefficient
utilization of executive working memory could account for some of the difficulties
Joey is experiencing in basic reading skills, reading comprehension, and written
expression.

Long-Term Retrieval

In the model of working memory used to organize this evaluation, long-term retrieval
is restricted to conscious, effortful retrieval, instead of automatic, instantaneous re-
trieval. Conscious, effortful retrieval is considered a function of working memory.
Two subtests from the WJ III COG were used to assess Joey’s long-term retrieval,
and then the scores were averaged to obtain an estimate of his functioning level.
Although Joey’s long-term retrieval is within the average range, for Joey it is an intra-
individual weakness. This finding is consistent with teacher reports that Joey has dif-
ficulty remembering new words from one day to the next.

Processing Speed

Like memory, processing speed plays an important role in all types of learning. Faster
processing speed allows more information to be processed in working memory before
it is forgotten. With a percentile rank of 67, Joey’s processing speed appears to be
solidly average. Thus, it is not a contributing factor to the learning problems he is
experiencing.

Fluid Reasoning

Fluid reasoning, which is inductive and deductive reasoning with novel material, is
strongly related with the ability to comprehend. Joey’s average Fluid Reasoning score
of 95 indicates that his reading comprehension weakness cannot be attributed to a
deficiency in fluid reasoning.

Summary

Joey demonstrates average abilities in phonological short-term memory, verbal work-
ing memory, visuospatial working memory, long-term retrieval, fluid reasoning, and
processing speed. He also displays a significant normative and intraindividual
strength in phonological processing. Based on his test performance, he appears to
have deficits in visuospatial short-term memory and executive working memory. In
addition, he has an intraindividual weakness in long-term retrieval. The integrated
functioning of memory systems is essential for effective learning and memory. Joey’s
weak executive working memory, which is responsible for coordinating memory
functions, may be preventing him from effectively applying his normal phonological
and verbal memory resources during reading decoding. His weak visuospatial short-
term memory may also be interfering with the reading decoding process.
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Oral Interpretation of Working Memory Test Results

Working memory test results should be explained in a manner that students, parents,
teachers, and related professionals can understand. The oral interpretation of test re-
sults can be a challenging task, even when the evaluator has expertise in testing and
has in-depth knowledge of working memory and the problems associated with work-
ing memory weaknesses and deficits. The main challenge is to explain the results in
language that all involved parties can understand. The interpretation needs to be fo-
cused and simple, yet provide enough information so that participants gain some new
insights into the student’s cognitive functioning and learning difficulties. When
working memory weaknesses or deficits exist, the overriding goal is to help partici-
pants recognize the student’s needs. Subsequent consultation may lead to appropriate
accommodations and the implementation of effective interventions. Here are sequen-
tially ordered suggestions for oral interpretation at a postevaluation meeting.

1. Begin by reviewing the academic learning concerns that led to the referral and
evaluation. Explain that the purpose of the evaluation and testing is to gain a
better understanding of why the student is experiencing these learning prob-
lems so that appropriate accommodations and interventions can be provided if
needed. Explain that memory testing was included because of the important
role that all types of memory play in learning. (Although the examiner may
have planned the assessment around referral hypotheses, discussing these is in-
troducing more complexity than needed.)

2. Proceed with a summary of relevant nontest information gathered during the
evaluation. Begin with reviewing history, reporting indications of memory
problems discovered in records or previous evaluation reports. Continue with
a summary of observations, focusing on student behaviors that denote memory
problems (see Table 6.6). Remind participants of memory-related information
they reported during interviews. Conclude these introductory comments by
asking participants if they agree with the summaries and if they have anything
to add. (It is a good strategy to get students and parents involved in the meet-
ing before proceeding with test results.)

3. When the short-term memory and working memory test results are discussed,
begin by defining working memory. A basic explanation might be something
like: ‘‘Working memory is the active part of memory; we are using working
memory whenever we are making an effort to remember something for a short
or long period of time; working memory helps transfer information from
short-term memory to long-term memory; working memory is limited in
everyone; working memory easily becomes overloaded and when it does we
miss information, forget it quickly, or do not get it stored in our long-term
memory; working memory is extremely important for learning; and students
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with learning problems often have working memory problems.’’ Then provide
some examples of when we are using working memory, such as in doing men-
tal arithmetic; trying to memorize something; trying to recall something that
we do not immediately remember; listening and taking notes at the same time;
and expressing ideas in writing.

4. Before reporting test performance for each short-term memory and working
memory component, take a few moments to explain the main functions of
each component and how each component relates to specific areas of learning.
For example, you might define phonological short-term memory as ‘‘the verbal
aspect of short-term memory that is important for language development and
learning to read.’’

5. When reviewing test performance, keep the focus on the individual and his or
her functioning in specific memory components, not on the test scores. For
example, it is better to say, ‘‘the student appears to have below average capacity
in verbal working memory’’ than to say, ‘‘the test score on Memory for Sen-
tences is below average.’’

6. When reporting test results, factor scores (including clinical factor scores)
should take precedence over subtest scores. Factor scores (the combination of
two or more subtests) more reliably represent capacity and levels of function-
ing. Subtest performance should only be discussed when there is only one
subtest score representing a memory component, or when the subtest scores
that comprise the factor differ by more than 1.5 standard deviations.

7. Always use a graph when reporting test scores. (It is very difficult for nearly
everyone to visualize test performance from a verbal description.) When mem-
ory subtests have been realigned (see Appendices A and E) or when a cross-
battery assessment has been completed, it will be necessary to create a graph
(this is easily accomplished with computer software programs). Use the names
of the memory components and related cognitive processes (see the first col-
umn in Appendix A) instead of the names of subtests and composites. On the
graph, draw lines at 90 and 109 and state that this is the average range of
performance.

8. On the graph, it is best to represent performance with confidence intervals
instead of the standard score alone. Confidence intervals for subtest and com-
posite scores are always available in test manuals; 90% or 95% are usually the
options. When a clinical factor score has been computed, the best estimate of
a 95% confidence interval is to add and subtract 10 points to the score. For
example, if the clinical factor score is 90, a band ranging from 80 to 100
should be drawn on the graph. The confidence intervals are particularly help-
ful when comparing pairs of memory components. When the differences are
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severe, the confidence bands will not overlap, making it easy for parents and
other participants to actually see that the components are different from each
other. For example, in Joey’s case (see Table 6.7) it will be evident that his
visuospatial short-term memory is significantly weaker than his phonological
short-term memory because the two confidence bands will be separated.

9. Interpret each score from a normative and ipsative perspective. Use the graph
to illustrate how each of the student’s memory components compare with the
average range. An appropriate descriptive statement might be, ‘‘the student
appears to have a weakness in visuospatial short-term memory compared to
the performance of average students his age.’’ When identifying an intraindi-
vidual weakness, always clarify that it is a within-child weakness and specify
what the component is being compared to, such as ‘‘compared to the student’s
overall cognitive processing ability, this type of memory is a weakness for
him.’’ When the student has both a normative and ipsative weakness (a defi-
cit), emphasize that this is unusual and that it is very likely connected with the
learning problems the student is experiencing.

10. After the student’s performance on each component has been reviewed, cite
supporting assessment information; for example, you might report that you
observed signs of the weakness or deficit during a classroom observation. Con-
clude the discussion of each memory component by pointing out the educa-
tional implications of any weaknesses or deficits; for example, you might
explain that research tells us that students with deficits in executive working
memory are likely to have broad-based learning problems.

11. Remember to include a discussion of strengths, particularly intraindividual
strengths. The emphasis should be on how the student might capitalize on
these strengths when trying to compensate for his or her weaknesses and how
interventions should incorporate these strengths.

12. Conclude the oral interpretation with a summary of the student’s strengths
and weaknesses, and at this point put the pieces back together so that partici-
pants can understand the functioning of the working memory system. For ex-
ample, in Joey’s case (see Table 6.7), you might say, ‘‘Joey demonstrates
strengths in phonological processing and in phonological short-term memory.
In contrast, he has weaknesses in visuospatial short-term memory and execu-
tive working memory. Because executive working memory has responsibility
for the coordinating verbal and visuospatial memory components, his execu-
tive deficit has important consequences. For example, the executive working
memory deficit might make it difficult for Joey to discover how to use his
relatively strong verbal memory abilities to support his weaker visuospatial
memory abilities.’’
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Recommendations for Future Working Memory Tests

Although there are several cognitive and memory batteries that contain reliable and
valid measures of various short-term memory and working memory components,
there is certainly room for improvement. The primary recommendation is that mem-
ory subtests be designed to have high specificity (i.e., they should be designed to
measure mainly one aspect of memory). Too many ‘‘working memory’’ subtests
measure a combination of short-term memory and working memory components;
for example, some subtests measure both phonological short-term memory and exec-
utive working memory. The best way to narrow down subtest measurement is to
limit the subtest to a single task; changing the activity during the subtest confounds
the measurement and makes interpretation difficult. Some elements that need more
separation in most cognitive and memory batteries are short-term storage versus com-
plex working memory processes; short-term storage versus learning; and verbal work-
ing memory versus executive working memory. Cleaner separation of memory
components would allow evaluators to better discriminate between the examinee’s
storage capacity and processing capacity. In addition to higher subtest specificity,
higher factor specificity would also be helpful. For example, only subtests that
measure the same short-term memory or working memory component should be ag-
gregated. Furthermore, factor scores representing separable memory components
should be combined into composites that represent the overall functioning of the
three memory systems: short-term, long-term, and working memory. A global mem-
ory score that includes all memory systems would increase the validity of intraindivid-
ual analysis.

Other test-development suggestions that might lead to improved measurement of
working memory and related memory systems include:

1. A standardized checklist of behaviors to observe for during subtest administra-
tion. Behaviors that denote storage and processing problems should be in-
cluded, along with behaviors indicative of strategy use. The selected behaviors
should vary by subtest, depending on the modality, the structure of the activ-
ity, and the strategies typically employed.

2. Activities designed to measure the use of memory strategies, the effectiveness
of current strategies, and the examinee’s ability to learn and apply a strategy
during a controlled learning activity.

3. As attempted by Swanson (1995), more measures that allow the differentiation
of capacity versus efficiency.

4. More working memory subtests that are complex enough to tap real-world
working memory functioning. Such measures are needed because some stu-
dents perform well on simple-span measures but have impairments in the
working memory functions of daily life.
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5. More verbal working memory subtests, such as story retelling, that avoid the
introduction of interference. These tasks should be complex enough to require
more than phonological short-term memory while being basic enough to avoid
extensive involvement from executive working memory.

6. Tasks that attempt to measure how effectively working memory encodes se-
mantic information into long-term memory.

7. More tasks that measure conscious, effortful retrieval of specific information
from long-term memory.

8. Activities that attempt to measure the capacity of the activated pool of long-
term memory items.

9. Fewer tasks that introduce interference designed to prevent strategy use.
Although this classic paradigm makes sense in the experimental laboratory, it
makes less sense when trying to measure real-world functioning.

10. Attempts to more directly measure executive working memory functions. All
of the current executive working memory subtests continue to measure span.
One function that could be measured directly is the ability to inhibit informa-
tion that has become irrelevant.

11. More age-appropriate early childhood short-term memory and working mem-
ory measures that can be used to screen preschoolers and to determine who is
at risk for language and literacy development problems.

12. A self-report (self-rating) scale focused on working memory functions and
strategies, similar to self-report scales used to assess attention problems. A self-
report instrument would allow an efficient and norm-based assessment of the
development and use of strategies.

13. More visuospatial measures that are strictly nonverbal. That is, the presenta-
tion is nonverbal and the response is nonverbal. Too many ‘‘visuospatial’’
subtests mix modalities by requiring a verbal response to a visual presentation.

14. Verbal short-term memory and working memory measures are needed in more
languages. Translations of verbal memory tests are mostly invalid due to
change in length of utterance and words that do not translate well.

15. More theory-based working memory measures. Adherence to a central theory
would increase the consistency of measurement across scales and facilitate the
interpretation of results.
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Conversion Table: Scaled Scores to Standard Scores

Scaled Score (M ¼ 10; SD ¼ 3) Standard Score (M ¼ 100; SD ¼ 15)

19 145

18 140

17 135

16 130

15 125

14 120

13 115

12 110

11 105

10 100

9 95

8 90

7 85

6 80

5 75

4 70

3 65

2 60

1 55
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